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1. Introduction

This subsystem  was initiated with its current management on August 15, 2001. Previous to this initiation, Martin Nordby, Mechanical Systems subsystem manager,  had interim responsibility for I&T[image: image1.jpg]


. Since initiation the I&T subsystem management has developed an organization that includes a structure of department managers.  The departments are Reliability and QA, Instrument Operations Coordinator, Mechanical Ground Support Equipment, Online Manger, Integration Facilities Configuration and Test, Particle Test, Environmental Test, Science Verification Analysis and Calibration.  The roles of all managers have been filled, except for Mechanical Ground Support 

Figure 1 - Integration and Test Organization Chart

Equipment Manager. There is an employment requisition open for this position, and at this writing we are interviewing candidates.

Our goal for this organization was to bring considerable leadership and expertise into the departments by appointing appropriately experienced people to lead them . The Instrument coordinator, MGSE, Online, and QA departments serve  system engineering functions in our subsystem.  The other departments each focus on the major areas of activity for LAT I&T and are supported  in their work by the system engineering departments. I&T currently have weekly telecoms that bring together the managers of all of our departments and representatives of the other LAT subsystems. The meetings are chaired and organized by Bloom and Grist. An ongoing record of these meetings can be found at http://www-glast.slac.stanford.edu/lat/int/weekly%20minutes/ . In the following sections of this report the functions and goals for each of the departments are discussed .

2. Test Flow and Schedule 

2.1. Test Flow

 The test flow can be broken into three flows of activity.  The first one is the data flow associated with the calibration unit (Figure 2),  the second, with the integration of the flight LAT (Figure 3), and third, the test of the flight LAT (Figure 4). 

The Calibration Unit hardware test flow (Figure 2) starts with the arrival of modules, QU A (tracker and calorimeter) and FU B along with the associated electronics.  With these components, two towers are integrated onto a CU grid and functionally tested along with testing by cosmic rays and a Van de Graff test.  After completing initial tests, the partially integrated CU is available for use by the Electronics subsystem for test. After the arrival of the components for FU towers 1 and 2, they will be integrated into the CU and then functionally tested along with cosmic rays and an Van de Graff tests and calibrations.  At this point, the four tower CU (A,B,1,2) is fully assembled and ready for the SLAC beam test.  It is transported and set up in End Station A, the SLAC beam test is performed and then it is transported back to building 33, the I&T facility.  
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Figure 2   I&T Test Flow- Calibration Unit.

Towers 1 and 2 are now removed from the CU and made available to the FU LAT. QU A  will be refurbished to a FU. FU A and FU B are then available as spares.

The FU LAT Integration Phase (Figure 3) starts with the arrival of the FU grid and the components for FU towers 3 and 4.  Towers 3 and 4 are integrated onto the FU grid and then followed by the integration of the next tower two towers upon arrival. This methodology is  followed though FU towers 15 and 16 by which time towers 1 and 2 will be available from the CU. FU towers 1 and 2 components are integrated onto the FU grid followed by the flight electronics (SIU, ICM/GLT, Event Processor).  The LAT is surveyed for alignment and then the FU ACD, thermal, and X-LAT thermal plate components are integrated. At this point the LAT is fully integrated and is ready for testing.
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Figure 3  I&T Test Flow – Integration Phase

The LAT testing phase (Figure 4) starts with the LAT fully integrated and a test readiness review.  After the review, comprehensive functional testing-calibration, cosmic ray testing-calibration, Van de Graff testing-calibration, mass properties, alignment, and thermal cycling will occur in the I&T facility at SLAC.  A pre-ship / pre-environmental review will be conducted and then the LAT will be shipped to NRL via an airplane.  The LAT will collect cosmic rays during the flight constituting an end-to-end-test.  There will be a receiving inspection along with a comprehensive functional test upon arrival at NRL.  While at NRL we will perform EMI/EMC, Vibe/Acoustic, Thermal Vacuum/Balance tests.  Before each test there will be a test readiness review. There will be a series of inspections and limited functional testing throughout the testing process at NRL (see Figure 4).  At the completion of the environmental tests at NRL  there will be a pre-ship review, and a comprehensive functional test, and then the LAT will be transported via air back to SLAC. On arrival at SLAC there will be a receiving review along with a comprehensive functional test. In addition, we will perform mass properties, and final alignment (using cosmic rays).  At this point, the LAT is ready for a final delivery pre-ship review. The LAT will be shipped to the spacecraft vendor, inspected, and a post delivery comprehensive test is performed.  The LAT is then under the control of the spacecraft vendor as part of the observatory testing flow.
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Figure 4   I&T Test Flow – LAT Testing

2.2. Schedule

2.2.1. Milestones 

Table 1 lists the current plans for level 3 and level 4 milestones for the Integration and Test subsystem.   The level three milestones are controlled by the project and reflect interfaces to other subsystems or are significant times in the I&T schedule. The level three milestones mark predominately the arrival of components from subsystems that are ready for integration. The level four milestones are those which the Integration and Test Subsystems has independent control.  

Table 1   Integration and Test Subsystem Milestones

	Activity description
	Milestone Level
	Early finish

	EGSE EM1 H/W Release-Elec to I&T
	3
	4/22/02

	EGSE EM2 Release-Elec to I&T
	3
	1/15/03

	EGSE Qual Unit Release-Elec to I&T
	3
	5/16/03

	Tracker Modules A & B RFI ( for Calibration)
	3
	8/15/03

	Calorimeter Modules A & B RFI ( for Calibration)
	3
	8/15/03

	EM2 TEM Assy A,B-Elec to I&T
	3
	8/15/03

	EM2 TEM PS Assy A,B-Elec to I&T
	3
	8/15/03

	Tracker Modules 1 & 2 RFI ( for Calibration)
	3
	11/3/03

	Calorimeter Modules 1 & 2 RFI (for Calibration)
	3
	11/3/03

	Flight TEM Assy 1,2-Elec to I&T
	3
	11/3/03

	Flight TEM PS Assy 1,2-Elec to I&T
	3
	11/3/03

	EGSE Flight Unit Release-Elec to I&T
	3
	11/5/03

	Flight Grid RFI
	3
	1/2/04

	Flight Tracker Tower 3, 4  RFI
	3
	1/2/04

	Flight Calorimeter Tower 3, 4   RFI
	3
	1/2/04

	Flight Tracker Tower 5, 6  RFI
	3
	1/15/04

	Flight Calorimeter Tower 5, 6   RFI
	3
	1/15/04

	Flight TEM Assy 3,4-Elec to I&T
	3
	1/16/04

	Flight TEM PS Assy 3,4-Elec to I&T
	3
	1/16/04

	Flight Tracker Tower 7, 8   RFI
	3
	1/29/04

	Flight Calorimeter Tower 7, 8    RFI
	3
	1/29/04

	Flight TEM PS Assy 5,6-Elec to I&T
	3
	2/2/04

	Flight Tracker Tower 9, 10  RFI
	3
	2/12/04

	Flight Calorimeter Tower 9, 10   RFI
	3
	2/12/04

	Flight TEM Assy 7,8-Elec to I&T
	3
	2/17/04

	Flight TEM PS Assy 7,8-Elec to I&T
	3
	2/17/04

	Flight Tracker Tower 11, 12  RFI
	3
	2/26/04

	Flight Calorimeter Tower 11, 12   RFI
	3
	2/26/04

	Flight TEM Assy 9,10-Elec to I&T
	3
	3/2/04

	Flight TEM PS Assy 9, 10-Elec to I&T
	3
	3/2/04

	Flight TEM Assy 5,6-Elec to I&T
	3
	3/4/04

	Flight Tracker Tower 13, 14  RFI
	3
	3/10/04

	Flight Calorimeter Tower 13, 14   RFI
	3
	3/10/04

	Flight TEM Assy 11, 12-Elec to I&T
	3
	3/12/04

	Flight TEM PS Assy 11, 12-Elec to I&T
	3
	3/12/04

	Calibration unit Beam Test complete
	4
	3/15/04

	Flight Tracker Tower 15, 16   RFI
	3
	3/24/04

	Flight Calorimeter Tower 15, 16   RFI
	3
	3/24/04

	Flight TEM Assy 13, 14-Elec to I&T
	3
	3/26/04

	Flight TEM PS Assy 13,14-Elec to I&T
	3
	3/26/04

	Flight TEM Assy 15, 16-Elec to I&T
	3
	4/1/04

	Flight TEM PS Assy 15,16-Elec to I&T
	3
	4/1/04

	IA: TKR  Flight Modules 1, 2 RFI into LAT
	4
	4/12/04

	IA: CAL Flight Modules 1, 2 RFI into LAT
	4
	4/13/04

	Flight Tracker Tower 1, 2   RFI
	3
	4/26/04

	Flight Calorimeter Tower 1, 2   RFI
	3
	4/26/04

	Flight ACD RFI
	3
	4/26/04

	Flight ICM/GLT-Elec to I&T
	3
	4/26/04

	Flight SIU-Elec to I&T
	3
	4/26/04

	Flight Event Processor Units-Elec to I&T
	3
	4/26/04

	Flight ACD Module-Elec to I&T
	3
	4/26/04

	Flight Harness-Elec to I&T
	3
	4/26/04

	AV: LAT Ready for Environmental Testing
	4
	7/20/04

	Radiators ready for Mission I&T from Mech to I&T
	3
	12/1/04

	LAT Ready to Ship
	3
	3/1/05


2.2.2. Schedule Summary

 Table 2 provides an overview of the planned schedule for the Integration and Test Subsystem. 
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 Table 2: Integration and Test Subsystem Schedule Overview

3. Performance and Safety Assurance

The predominant assurance objective is that the GLAST LAT will operate in a safe and environmentally sound manner, and will meet the science objectives and corresponding measurement requirements specified in the GLAST Science Requirements Document.  To achieve these top-level objectives, the LAT I&T Subsystem Performance & Safety Assurance Program will be conducted in accordance with the GLAST Mission Assurance Requirements (MAR), GSFC 433-MAR-0001, the LAT Performance Assurance Implementation Plan (PAIP), LAT-MD-00039, and the LAT Systems Safety Program Plan (SSPP), LAT-MD-00078. LAT I&T Subsystem management will communicate high expectations and concrete goals for the attainment of quality and safety, and make decisions to ensure that performance objectives are met.

3.1. Quality Assurance

GLAST LAT I&T quality assurance activities will follow the guidelines of the LAT quality system to ensure quality consistency for all activities.  Project quality assurance will be planned, implemented, and managed consistent with the requirements of ANSI/ISO/ASQC Q9001-1994, Standard for Quality Systems – Model for Quality Assurance in Design, Development, Production, Installation, and Servicing.  Ultimately, LAT I&T activities will include quality measures & controls that emphasize problem prevention.

The I&T Quality Engineering (QE) participation will continue through design, fabrication/assembly, integration, and testing with the QE performing workmanship and test monitoring.

3.2. Reviews

LAT I&T will participate a series of comprehensive system-level design reviews that will be conducted by the Goddard Space Flight Center (GSFC) Systems Review Office (SRO).  The reviews will cover all aspects of flight and ground hardware, software, and operations for which the project has responsibility.  The project Technical Design Review Program (TDRP) will, as appropriate, consist of a Preliminary Design Review (PDR), Critical Design Review (CDR), Pre-Environmental Review (PER), and Pre-Shipment Review (PSR).  

Project I&T will also participate in a program of peer reviews and table-top reviews for missions at the component and subsystem levels.  The peer/table-top reviews will evaluate the ability of the component or subsystem to successfully perform its function under operating and environmental conditions during both testing and flight.  The results of parts stress analyses and component packaging review, including the results of associated tests and analyses, will be discussed at the component reviews.  Review teams will be made up of persons who possess the necessary expertise to critically evaluate designs and have no direct responsibility for the design.

3.3. Contamination Control

The contamination control requirements for all phases of the project will be addressed, from design, through fabrication, assembly, integration, and testing.  Sensitivities and allowable contamination requirements will be presented, along with the planned methods for limiting contamination, in the LAT Contamination Control Plan.  I&T will use this plan. Plans for analyses, laboratory investigations, clean room and hardware monitoring, will also be described.  The LAT wide plan will utilize existing methods, plans, documents, and lessons learned from previous, similar missions wherever possible.

Contamination Control and clean room Practices training will be conducted for all personnel involved in the fabrication, assembly, integration, testing, transportation and integration of the LAT instrument. Areas which will be presented in the training sessions are as follows:  Definition of contamination and how it affects the mission; the importance of maintaining contamination control in all the program phases; knowledge of the instrument and contamination control plans and related contamination documents; specific techniques for cleaning, inspection, and packaging; monitoring techniques in the clean room and in the shipping containers; and clean room dressing procedures and rules for working in a controlled clean room area.

3.4. Nonconformance Resolution

LAT I&T shall ensure that nonconformance occurring during ground test are properly identified, documented, assessed, tracked and corrected in a controlled and approved manner.  A database and formal procedure has been established by the project for the identification and documentation of Nonconformance Reports (NCRs), the data collection and monitoring of NCRs, and the Project Management approvals of corrective actions.  For hardware, the procedure begins with the first application of power (or first test usage for mechanical items) at the lowest level of assembly or flight configuration hardware.  For software, the procedure begins with the first test use of the software item with a hardware item of the mission system at the component level or higher.  A NCR is considered for closure when Project Management determines that appropriate and sufficient investigation of the cause of the problem/failure has been competed and that commensurate corrective action has been completed.

3.5. Inspection & Test

Flight products, components, piece parts, and material or any item that directly interfaces with flight products will be subject to the appropriate level of receiving inspection & test, in-process inspection & test, and final acceptance inspection & test as determined by the Product Design Team.  

The LAT Performance Verification Test Plan will provide the overall approach for accomplishing the LAT verification program.  The Verification Test Plan will define the specific tests, analyses, calibrations, alignments, etc. that will demonstrate that the LAT hardware complies with mission requirements.  

Performance Verification Procedures will be utilized for the inspection and test of quality characteristics during the processing of a product.  The Performance Verification Procedures will describe the configuration of the tested item and the step-by-step functional and environmental test activity conducted at the unit/component, subsystem/instrument, and payload levels.  Details such as instrumentation monitoring, facility control sequences, test article functions, test parameters, quality control checkpoints, pass/fail criteria, data collection and reporting requirements will be addressed along with safety and contamination control provisions.  

Verification Reports will document unit/component, subsystem/instrument, and payload verification activities.  For each analysis activity the report will describe the degree to which the objectives were accomplished, how well the mathematical model was validated by the test data, and other significant results.

An Instrument Performance Verification Report will compare hardware/software specifications with the verified values (whether measured or computed).  The Instrument Performance Verification Report will summarize compliance with system specification requirements and/or provide a summary of testing and analysis results.

3.6. Reliability

GLAST LAT has planned and implemented a reliability program that interacts effectively with other project disciplines, including safety, systems engineering, hardware design, I&T and performance assurance.  

Early in the project’s preliminary design phase, reliability analysis will be performed so that identified problem areas can be addressed for timely consideration of corrective action.  The LAT will conduct a Failure Mode and Effect Analysis to a sufficient depth so that mission critical failures are identified and dealt with effectively. After receipt of products I&T will continue to maintain these procedures.

As part of the LAT reliability program, the project will utilize GIDEP (Government-Industry Data Exchange Program) failure rate, failure mode and replacement rate data on parts, components, and subsystems to materially improve the quality and reliably in the development and manufacture of GLAST.  In addition, the NASA Lessons Learned Information System (LLIS) will be used to apply the knowledge gained from past experience to avoid the repetition of past failures and mishaps. I&T will support the project’s GIDEP efforts.

3.7. Software Verification and Validation

Verification and validation (V & V) activities will be performed to ensure that LAT software will satisfy its functional, performance and quality requirements.  The project Integration and Test (I & T) sub-system is responsible for thorough testing of the code generated by the I&T subsystem, from unit testing, through integration, to acceptance testing.  The role of V & V is to perform analyses throughout the development process, to detect problems as early as possible, preferably before they show up in testing.  

The two major V & V activities will be reviews, including inspections and walkthroughs, and testing.  Reviews, both formal and informal, will be conducted during and at the end of each phase of the life cycle to determine whether established requirements, design concepts, and specifications have been met.  Inspection or walkthrough consisting of a detailed examination of software on a step-by-step or line-of-code by line-of-code bases be conducted for the purpose of detecting errors.  Varied levels of software tests, ranging from unit or element testing through integration testing and performance testing, up to software system and acceptance tests will be performed.    

3.8. Workmanship

GLAST LAT will use the following NASA workmanship standards: 

a.
NASA-STD-8739.3 - Soldered Electrical Connections

b.
NASA-STD-8739.4 - Crimping, Interconnecting Cables, Harnesses, and Wiring

c. 
NASA-STD-8739.5 - Fiber Optic Terminations, Cable Assemblies, and Installation

d.
NASA-STD-8739.7 - Electrostatic Discharge Control

e.
NASA-STD-8739.1 - Workmanship Standard for Staking and Conformal Coating of Printed Wiring Boards and Assemblies

f.
NASA-STD-8739.2 - Workmanship Standard for Surface Mount Technology 

I&T personnel performing fabrication, assembly, and inspection duties to the above workmanship standards will be certified.

3.9. Safety and Hazard Mitigation

The GLAST LAT has planned and implemented a system safety program that identifies and controls hazards to personnel, facilities, support equipment, and the flight system during all stages of the mission development.  System safety requirements will be derived from EWR 127-1, “Eastern and Western Range Safety Requirements”.

The project system safety personnel will perform a Hazard Analysis throughout all I&T phases.  The Hazard Analysis is a subsystem and system-level qualitative analysis that identifies potential hazards and assures their resolution.  

The Project Safety Officer will document the analysis of identified critical or catastrophic potential hazards in the Project Safety Plan.  Hazard controls will be implemented in applicable I&T procedures.  Throughout the evolution of the hazard listing, the identified risk will be jointly resolved between I&T personnel and the Safety Officer.  Resolution of each identified hazard in the Hazard Analysis is accomplished by the system safety review of the appropriate test reports, engineering drawings, engineering analyses, procedures and task flow charts or the surveillance of tests.  Analyses developed by other disciplines (FMEA, trade studies, reliability analyses, etc.) will provide input to support the safety analysis of failure points that present an accident risk.

4. Online

The term "online" is borrowed from the High Energy Physics community.  There, it refers to the suite of software that is used to collect data from the detector, save it to persistent storage and to monitor and control the detector and acquisition system.  In the case of the GLAST I&T subsystem, "online" has a similar meaning, but in this case the "detector" is a test-stand.  A "test-stand" is defined to be a collection of hardware and embedded software that communicates with the online system via Ethernet over a Local Area Network.  At some point, the entire GLAST instrument mounted on the spacecraft will fall into this category while it is still on the ground.  The online system that is being developed may well evolve into the Instrument Operations Center (IOC) software system that controls, monitors and collects data from the orbiting instrument, but there is no fundamental technical requirement that it does so.  However, to minimize costs and duplication of effort, we are striving to achieve this growth path.

Figure 5 shows a block diagram of the division of responsibilities.  At the base of the pyramid is the Mission.  Within the mission is the LAT.  Contained within the LAT, amongst other subsystems are, the SAS, Electronics, IOC and I&T.  Though the online manager is a department head in the I&T subsystem, his responsibilities are not completely contained in that subsystem.  He has influence on, and is influenced by, the Flight Software (FSW) produced by Electronics, the requirements of the IOC and the interface between the Spacecraft and the Instrument that Mission will provide.
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Figure 5  Online Responsibilities

There are several different forms that test-stands will take.  These are the Engineering Model 1 (EM1), Engineering Model 2 (EM2), the Calibration Units (CU), and the Flight Unit (FU).  The EM1 test-stands are used in situations where the particular software and hardware used does not have to present a close approximation to the final flyable software and hardware in order to be able to adequately exercise the attached (sub)system under test.  These test-stands will therefore be used to develop, test and qualify sensor hardware and electronics.  EM2 test-stands, on the other hand, more closely approximate the flyable hardware interface and thus will be used for developing flight software.  The CU test-stands will be a close approximation to, and in some cases will actually be, the flyable hardware and software.  These test-stands will be used for beam and cosmic ray (e.g. the airplane test) tests.  The FU test-stand is another name for the actual flyable instrument.  This name is used when the instrument is undergoing thermal-vacuum, shakedown and pre-launch tests. 

I&T Online will provide support for each of these test-stand variations.  This support consists of some hardware infrastructure such as workstations, a local area network between the workstation and the embedded system crate, and the embedded system crate containing the Single Board Computer (SBC) and standard read-out electronics.  Online will also provide the test executive that communicates with the embedded system to control the test and collect data from the object (whether sensor, electronics or a simulator) under test.  In addition, a scripting language, Graphical User Interface (GUI) tools, database, analysis tools and a mechanism to archive data will be supplied.  A code management and release control system will also be provided.  The Online department is responsible for the design and implementation of a standard test suite that will be used to qualify the instrument sensors and accompanying electronics.  However, the supplied tools will allow people external to the online department to develop independent test procedures (which may or may not later be included into the standard test suite) for specific situations as they find appropriate.
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Figure 6  Test Stand Basic Components

As alluded to above, a test-stand consists of three basic components: the subsystem or system under test, the hardware supplied by the Electronics group containing the embedded processor running the real-time software, and the online workstation.  This relation is shown in Figure 6.  The online workstation communicates with the embedded system and the outside world via Ethernet.  In some instances, a spacecraft simulator or the actual spacecraft interface will be between the workstation and the embedded system or flight hardware.
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Figure 7 Test Stands

Figure 7 and Figure 8 show the versions of the test-stands in more detail.  The EM1 configuration will be built in two types.  The first type has the embedded system based on VME hardware.  On the order of ten of these will be produced and distributed to the subsystems for developing and qualifying sensors and electronics.  VME was chosen to keep costs down; crates and modules that groups already have in their inventory can be reused and are often much cheaper than their cPCI counterparts.  In addition, a VME crate can contain up to 21 slots whereas a cPCI crate must be extended to achieve more than seven slots.  However, a small number of these systems will be based on cPCI electronics, since that is what will be flown.  These systems will be used for flight software development and benchmarking on non-flight versions of the embedded processor.

A VME LAT-COMM (communications) card was developed to aid Tower Electronics Module (TEM) development.  This module provides the interface through which the test executive will communicate with the (sub)system under test.  In this configuration, the embedded CPU functions primarily as a forwarding engine of LAT-COMM signals to the test executive application running on the online workstation.

The test-stand is potentially isolated from the rest of the world by either an Ethernet router and firewall or lack of a direct connection.  A mechanism will therefore be provided to upload data collected in a local database to the central database.

The EM2, CU and FU configurations, somewhat abstractly represented by Figure 8, are evolutions of the EM1 system toward the flyable configuration.  In some cases the same physical hardware may be used for the follow-on generation.  

The Trigger and Dataflow (T&DF) electronics communicates with the sensors or a simulator.  TEMs, Event Processors (EP), the Global Trigger Module (GTM) and the Spacecraft Interface Unit (SIU) are shown in the figure.  The cPCI crate now also contains a MIL-STD-1553 interface and a Solid State Recorder (SSR) interface.  These are connected with the spacecraft simulator, or the spacecraft, depending on the situation.  The online software will evolve during these phases, as well.  At some point testing will be done using the spacecraft simulator to exercise the 1553 and SSR.
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Figure 8  EM2 EGSE Configuration

The embedded processors will run the VxWorks Real-Time Operating System (RTOS) from Wind River Systems, Inc.  The LAT FSW group, which is a department in the Electronics Subsystem, will provide the data acquisition and control software that runs on these processors.  They will also supply the monitoring and control of the housekeeping subsystem.  In some instances of the test-stands, there will be additional COTS VME or cPCI modules in the crate to support additional test instrumentation such as a muon telescope and beam line instrumentation for the Cal Unit beam test.  Control and data acquisition of these devices will be coordinated by the FSW group.

The test executive running on the online workstation is going to be Spacecraft Command Language (SCL) from Interface & Control Systems, Inc. (ICS).  The decision to use this package is a result of the decision matrix shown in Table 3.  Several vendors and systems were considered and held up to the set of constraints from the (EGSE/Online) requirements document.  The systems considered were OASIS from Colorado University, OS-Comet from Harris Corp., Smart Sockets/RT-Works from Talarian, ITOS and ASIST, both from GSFC and SCL from ICS.  The project requires that the chosen system be Open Source written in C, C++ and/or Java, that it is executable on a variety of computer platforms (NT, Solaris and Linux), that it is not export controlled, and that the upfront cost not be prohibitive.  Only SCL survived the test.

In addition to a test executive, software to acquire data from the embedded system (as opposed to what the embedded system is connected to), verify its quality, archive and distribute it will be provided.  Tools for visualizing the data and analyzing it will also be supplied.  SCL contains features that help with these items.  In particular, it contains the ability to acquire and decommutate the data sent to it from either test-stands or from the orbiting instrument.  It also contains a mechanism ICS calls the Software Messaging Bus (SMB) to which third party COTS and/or Open Source software tools have been or can be connected.
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Table 3  Test Executive Decision Matrix
SCL is used on the FUSE mission operated by Johns Hopkins University.  FUSE has been operational for more than two years.  SCL is now the executive used in the FUSE Mission Operations Center (MOC).  ICS was responsible for the Payload Flight Software, the I&T systems and the simulators.  The I&T work was implemented on NT Workstations, while MOC uses Sun UNIX workstations.  They used a number of commercial products like SAMMI (from Kenesix) for the commanding and monitoring GUI, O2 for their database software and IDL for their data visualization.

Figure 9 shows some of the features of SCL in a flow diagram.  Data is acquired from the Embedded System over Ethernet, decommutated and placed into the SCL Database (Shared Memory).  The layout of the Shared Memory is described by an XML-derived language called SML.

The Real Time Engine (RTE), can access the Shared Memory to execute scripts and apply rules and constraints on the data.  The particular scripting language is unique to SCL and is what the acronym actually refers to.  It is a rich, structured language that is capable of being compiled to improve performance.  Rules and constraints are written using a variation of the same scripting language.

The Shared Memory is served to a variety of clients using the Software Messaging Bus (SMB).  The SMB is based on network sockets to allow the distribution of client processes over multiple CPUs.  Shown are a Command and Monitor Interface, a Data Visualization tool and the possible extension to other “Listener” applications.  “Listeners” can be any application that processes the data and potentially puts something back into the shared memory.  Each of these clients can trigger the RTE to take action.

An ODBC compliant Local Database is also attached to the RTE.  This database is used to hold configuration information, test vectors, etc. and can be written to by scripts executed by the RTE.
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Figure 9  SCL Features
The list of tasks that the Online department is facing is still evolving.  Initially, we are working toward creating a limited prototype system based on the LAT-COMM card described above.  This involves working with the FSW group to produce software that serves the LAT-COMM interface to the SCL environment in the form of an SML description of the card.  This will allow an SCL script to communicate with devices attached to the card.  Building upon this, an SML description can be formulated for each of the various forms of proto-TEMs, etc. used with the LAT-COMM card, since the number of these is small.  A data acquisition and control system can then be built on this base for testing sensors and electronics.  At some point in the evolution of this system, the LAT-COMM layer will be discarded in favor of actual TEMs.  (This initial system will become EM1 EGSE.)
The data acquisition and control system is implemented through the design of the Shared Memory database and SCL scripts.  Operator interaction with this system will be done through Graphical User Interfaces (GUIs).  There are several choices for the command and monitoring GUI software: LabVIEW from National Instruments, SAMMI from Kenesix and RIMS from ICS.  For EM1 we expect to use LabVIEW, as the RIMS product will not be ready before the January 2002.  The EM1 requirements are sufficiently simple that LabVIEW will easily fulfill them.

The data visualization and online analysis tool will also be GUI based.  Possible choices are HippoDraw, an Open Source SLAC product; ROOT, an Open Source product from CERN that is used in the High Energy Physics community; and IDL from Research Systems.  IDL is widely used in the astronomy/astrophysics community.  All of these can process FITS files, the format in which we plan to store data.  The offline groups will use both ROOT and IDL and an interface between the two is being developed by the LAT Science Analysis Software (SAS) subsystem.

Test-stands are intended to be able to stand-alone.  For this reason, the workstations will be provided with an archive database.  Since there is already precedence, we expect we will use MS Access for this function.  However, this choice has not yet been properly evaluated and so consideration will be given to other, Open Source, choices such as MySQL or ProgresSQL.

A central database will be located and maintained at SLAC to serve as a repository for all historical data of the project.  SLAC has already has Oracle as a result of other projects.  We therefore expect to use this product as well, but this decision must be made in conjunction with the SAS subsystem and I&T Calibration department.  The Online department will be responsible for providing the software that loads data from the local test-stand databases into the central database.

The Online department will work with subsystems to construct a standard suite of test and calibration procedures.  These will be centrally maintained and version controlled.  In some situations, data from sources external to the standard test-stand, such as from a muon telescope, a photon tagger, etc., will need to be integrated with the test-stand data stream.  The department will work with test-stand end users to support these orthogonal data sources.  The department will also work with the Instrument Operations Center (IOC) coordinator to ensure that the duplication of work will be minimized.  We expect that the test-stand software will smoothly evolve into the IOC system.

The I&T Online department plans to control costs through the use of COTS hardware and COTS or Open Source software.  We are currently searching for additional high quality labor to help us meet the test-stand deployment schedule and to support other software efforts of our department.

5. Integration, Facilities, Configuration, and Test

5.1. Contamination Control Plan

The first consideration in the preparations for the Integration, Configuration and Test of the GLAST instrument will be the design of an approved Contamination Control Plan (CCP). The CCP serves as a control document governing the handling and storage of components and assemblies. It is of primary importance to maintain quality, which might degrade from failure to consider the specific sensitivities of all components. To that end, all subsystem managers will be polled on considerations specific to their devices. The I&T CCP must incorporate all of these conditions and represent a workable plan. 

Procedures for the storage, handling and transportation of components will be developed within the guidelines of the CCP. Training in contamination control will be arranged for the staff of I&T and workers will become qualified and certified in required disciplines. Only certified staff will store or handle flight hardware. During certain phases of the effort it will be necessary to enlist support from other subsystems to provide personnel. This will become particularly necessary during the vibration and environmental testing which will require around the clock effort.

5.2. Material Control

The control of processing components and assemblies will be accomplished with the use of travelers. As is practical, this record will be managed through portable data entry terminals. The data will be written directly to the SCS “Z” drive which will provide a remote incremental backup. There will also be a local backup of these records written to CD. The flow of parts from receipt to assembly and test will be documented by signature control. Methods to store materials in a controlled atmosphere, such as dry nitrogen, will be provided as required. A sequential logbook will be kept of all transfers of flight hardware in order to facilitate tracking. Periodic calibration records will be tracked thru specialized software presently in use in SLAC Metrology. Similarly training records will be maintained by the I&T group in order to assure that certifications are up to date. 

The database used by I&T is TBR but it is currently planned to be based on MS Access. Access is universally available to the subsystems. It is important to keep the information in a format that will allow export among subsystems. Forms will be created to serve as travelers using spreadsheet type inputs. 

5.3. Flight Hardware

I&T is charged with the responsibility for safe handling and operation of the LAT. It is the responsibility of the subsystem managers to clearly identify known environmental risks and to provide procedures to mitigate these issues. It will be the responsibility of I&T to receive and store flight hardware. 

Coordination with other subsystems will be essential in order to anticipate specialized handling and storage requirements. Secure storage appropriate to the task will be needed. A locked enclosure, with access allowed to authorized personnel only will be provided. Dry nitrogen will be provided for the storage of humidity sensitive components. Records of transfers of material in and out of this storage will be signature controlled. A temperature/humidity record will be used to verify that proper storage conditions have been maintained. 

The I&T group will stage assemblies for Integration and Test operations as well as the inventory of spare parts in order to assure that proper storage and handling conditions are met. During tests which are performed at the vendor’s facility I&T staff will be utilized to handle flight hardware.

5.4. Training, Qualification, Certification

The staff of I&T will be trained in specialized skills as required by NASA standards. This training will be held either at SLAC or at other approved training facilities such as JPL or Ames Research Center. Only qualified staff will handle flight hardware. Members of organizations other than SLAC will need to be trained in Environmental Safety and Health as well as Radiological Safety if they will be onsite for more than a month. During tests which are performed utilizing the SLAC beam line or other sources of ionizing radiation it will be important to assure that this work is performed by Radiological Worker Training qualified staff.

I&T staff will be trained and qualified in SLAC rigging standards as needed as well as OSHA and SLAC procedures for the control of hazardous energy in experimental apparatus. Standard Lock and Tag procedures will be used to assure a safe working environment. The use of the Van de Graff source of gamma rays will necessitate collaboration with SLAC Operational Health Physics in the setup and operation of this device.

5.5. Integration

The integration of the components of the LAT will be under the oversight of the I&T team. This work at SLAC will be performed in the GLAST Integration Area clean room, Building 33. This facility has been designed to provide methods of safe handling and storage of components. Access to this facility will be permitted to authorized personnel only. 

The process of integration will be performed according to standards defined by project management within the constraints of the CCP and mission science requirements. Workmanship standards will be developed taking into consideration requirements for producing flight hardware and tailored to account for issues specific to the LAT.

It is essential to craft workable standards for operation of the integration facility. Dress codes and procedures for handling will help to ensure a sufficiently clean environment to avoid degradation of components due to contamination. These procedures will be originated, tested and implemented by I&T staff. 

Non Compliance Reports, NCRs, will be generated during the process of integration. These reports will be documented and reconciled by engineering sign off. Engineering Change Requests, ECRs, will be also handled by I&T staff after circulation to the responsible engineers of the relevant subsystems. This will require purging inventory of obsolete parts and documenting the substitution of approved replacements.

I&T will support Metrology for the mechanical inspection as well as the construction of the instrument. Accurate physical measurements of the device will be required at many phases of construction and test. Early planning of the methods of making these measurements and the planning for fiducial locations will be needed to facilitate this process. A mechanical inspection pedigree is to accompany subsystem components. The information from these records will be incorporated into the I&T database. This data will be shared with the calibration group as required. 

The requirements of the different subsystems must be accounted for and accommodated in the integration facility at SLAC. An early understanding of these requirements will be collected and provisions to support the collaboration teams will be arranged. It will also be necessary to work closely with the providers of environmental and mechanical test services to assure that the device arrives at each facility with the appropriate complement of staff and tooling. 

5.6. Mechanical Ground Support Equipment

The fixtures used in the assembly of the LAT will be designed and developed by I&T. These will include the assembly support frame as well as the fixtures used in testing such as the vibration mounting system and supports used in environmental testing. Methods of shipping the device and its packaging in transit will be the responsibility of I&T. Some preliminary studies of the basic assembly support frame have been started but much work remains to develop tools that will satisfy this need. Requirements of the mechanical and environmental testing contractors will be collected to provide for the special circumstances presented by each test. Our current list of MGSE (TBR) is given below:

· Frame: connecting to Grid bosses and Frame Support Fixture.

· Worm Gear Reducers: connect to Frame and Frame Support Fixture with 360 degree rotation.  

· Frame Support Fixture: connects to floor and Frame via Worm Gear Reducers.

· Tower Lift Fixture: maintains stability for tower as it is connected to Grid.

· Module Lift Fixture: maintains stability for module as it is connected to Grid.

· CAL Container: connects to Frame and contains nitrogen flow to CAL.

· Overhead Crane: 5 ton overhead crane for lowering subsystems and lifting integrated LAT

· ACD Lift Fixture: connects to ACD and crane rigging.


· Metrology Fixtures: strategic locations for measurement of fiducial points.

5.7. Configuration

I&T personnel will accompany the device to the environmental and mechanical test contractors as well as to the particle beam test at SLAC. Fixtures required for these tests will be the responsibility of I&T. Coordination with the suppliers of these test services will provide the inputs needed to design and construct these tools. I&T will maintain the records of the transportation to and from these sites in order to monitor the handling history. Procedures developed for consistent, safe handling will be employed.

5.8. Logistics

Packaging, shipping and scheduling of tests at subcontractors will be coordinated through the I&T engineer. Close cooperation will be required to arrange these tests and to schedule these to fit the master project timetable. Standards for packaging will be developed by I&T in order to assure that handling parameters are not exceeded.

5.9. Performance/Environmental

Tests of the performance of the LAT will be overseen by I&T as well as environmental tests of the quality of workmanship of the device. These tests will be both at SLAC when practical as well as at subcontractors who are specialized in the test disciplines.

5.10. Personnel

The number of people required to support the I&T effort will vary during the project. A minimum staff of technicians will follow the device throughout the project. During some phases of the work there will be a need to support tests, which will be operated on a 24-hour schedule. It will be necessary to obtain manpower support from the subsystem teams in order to staff these tests. An Integration/Test Engineer will be needed to coordinate activities during the entire project. A team of qualified certified technicians must be maintained up to the launch date to support integration of the LAT to the spacecraft. Mechanical designers may be shared between I&T and Mechanical Systems. Clerical support for the database activities and tracking of travelers and shipments will be required. 
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Figure 10   Building 33 - GLAST Integration Area
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Figure 11   MGSE - Assembly Support Frame - Concept Drawing
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Figure 12   GLAST Integration Area - High Bay

6. Particle Test Beams 

The requirements for Particle Beam Testing flow down from the LAT Science Requirements Document LAT-SS-00010-1 (found in LAT-SS-9.1).  They have been summarized in Table 1.

6.1. Particle test logic

The following logic will be used in meeting the LAT Science Requirements.

6.1.1. Low level calibrate

Low level calibration consists of taking data from which parameters are directly calculated.  Examples include the ADC channel / MeV response of each CsI crystals and which strips are dead in the tracker.  Some of the simpler science requirements, such as time accuracy and dead time, will also be demonstrated directly from the experimental data.

6.1.2. Calibrate the GLAST Monte Carlo Simulation

Most of the particle beam data will be used to verify or, if necessary, adjust parameters in the GLAST Monte Carlo Simulation code.  The simulation is absolutely essential for demonstrating compliance with many of the LAT Science Requirements as well as eventually interpreting in orbit data.  The LAT response must be known for many particle types (e,p,), energies (20 MeV to 300 GeV), angles of incidence (θ,φ), and positions (x,y,z) of entry.  We need a library of data taken at very many points in this 7 dimensional “phase space”.  Unfortunately, making this library experimentally would take prohibitively long.  Instead, experimental data will be taken at only a small number of points.  This data will be compared with the simulation output at the same phase space points, and, if necessary, the simulation code calibrated (adjusted) to give agreement.  The full library of data will then be generated with the calibrated GLAST simulation.

6.1.3. Demonstrate compliance with the higher level Science Requirements using the Simulation

Compliance with the higher level science requirements will be demonstrated using the output of the calibrated simulation.  For example, the effective area for energy E photons will come from simulating a large number of energy E photons , thrown uniformly in solid angle and uniformly over a large plane.  The fraction of these photons that trigger and survive the software cuts multiplied times the area of the large plane is the effective area for energy E photons that will be reported.

As shown in Table 4  An X indicates which beam will be used with the corresponding instrument, various particle beam sources will be used with the Engineering Module, Qualification Modules, Calibration Unit, and the full LAT.

Table 4  An X indicates which beam will be used with the corresponding instrument
	Particle Beam
	Engineering  Module
	Qualification Modules
	Calibration Unit
	Full LAT

	Cosmic rays on the ground
	X
	X
	X
	X

	Van de Graff (17.6 MeV )
	X
	X
	X
	X

	SLAC End Station A positron beam
	
	
	X
	 

	SLAC End Station A photons
	
	
	X
	 

	SLAC End Station A protons
	
	
	X
	 

	Cosmic rays in airplane
	
	
	
	X


6.2. Particle Test Strategy and Beams

The following strategy will be used for the particle beam measurements on the Calibration Unit in End Station A at SLAC.

1) First, the energy response of the LAT will be calibrated.  Mono-energetic positrons at a number of energies from 1-45 GeV will be put into the Calibration Unit at a variety of x, y, θ,.  Mono-energetic photons from Coherent bremsstrahlung (.1, .2, .5, 1, 2, 5, 10, 30 GeV), Channeling radiation (20, 50 MeV), and the Van de Graff (17.6 MeV ) will be put into the front of the Calibration Unit at normal incidence.

2) Second, a bremsstrahlung  beam (from 30 GeV positrons) will be used to simultaneously take data at all  energies from below 20 MeV to 30 GeV.  The bremsstrahlung spectrum has equal numbers of s per percent width energy bin.  The already energy calibrated LAT will be used to bin these photons into ±25% energy bins.  Possible bin edges are .017, .026, .038, .057, .086, .19, .29, .44, .65, .98, 1.5, 2.2, 3.3, 5.0, 7.4, 11, 17, 25 GeV.  The bremsstrahlung beam will be put into the calibration unit at a variety of x, y, θ, and data taken for calibrating the simulation.

3) Third, protons will be put into the Calibration Unit at a few x, y, θ, and data taken for calibrating the simulation.

The SLAC End Station A hardware is mostly the same as that used in the single tower GLAST beam test ’99 except for the following.  An upstream diamond bremsstrahlung radiator and dump magnet will replace our old copper radiator and tagger magnet.  The instrument goniometer (the old “Beamzilla”) will be upgraded to hold the 4 tower Calibration Unit in a clean, controlled, monitored, and approved environment.  Only certified people will work with the flight hardware.  Figure 13 shows how beams are produced and the beam test ’99 experimental layout.

The four towers of the Calibration Unit will be arranged in the 1 x 4 configuration.  This configuration will allow us to obtain LAT like data at larger θ angles than a 2 x 2 configuration.  The unit will be mounted as shown in Figure 14 with its largest area side parallel to the ground.  Its home position will be with the beam entering normal and in the center of the 1 x 4 front face.  We will be able to rotate the unit in θ about the vertical axis, and translate the unit in the x,y plane normal to the beam.
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Figure 13.  The End Station A test beams and experimental layout is shown for GLAST beam test ’99.

We have requested 2 months of beam from SLAC in Jan-Mar 2004.  Thirty days are for positron and photon data, and thirty days are for proton data.
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Figure 14.  This is the Coordinate system and orientation of the 1 x 4 Calibration Unit.  The origin of the coordinate system will be translated in Z to be beneath the center of mass of the unit.

6.2.1. Cosmic Rays on the Ground (natural cosmic solid angle distribution, no muon telescope)

Each tower, soon after it arrives at SLAC, will be connected to the GSE and ~106 cosmic rays recorded with the 3-in-a-row tracker trigger.  This will take <1 day at the expected ~20 Hz trigger rate.

The 4 tower Calibration Unit will be connected to the GSE and ~107 cosmic rays recorded with the 3-in-a-row tracker trigger.  This will take 2 days at the expected ~60 Hz trigger rate.

The full LAT will be connected to the GSE and ~108 cosmic rays recorded with the 3-in-a-row tracker trigger.  This will take 5 days at the expected 220 Hz trigger rate.

6.2.2. Van de Graff

The Van de Graff is a small electrostatic accelerator that produces a 450 keV proton beam.  The proton beam strikes a LiF target that terminates the end of the vacuum pipe and produces monoenergetic 17.6 MeV gammas via the reaction:

P  +  Li7   →  Be8 +     (~1 Hz into 2 sr)

The Van de Graff is presently stored at SLAC (Figure 15) and will be refurbished and installed in the GLAST Assembly Bldg. 033.  Figure 4 shows a spectrum taken with the Van de Graff and the prototype Crystal Ball NaI calorimeter.  There are ~1800  in the 17.6 MeV peak.
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Figure 15.  This small Van de Graff accelerator is presently stored in the research yard at SLAC.  An evacuated tube goes down the center of the accelerator and extends ~4 feet out from the right in the picture.  The LiF target is mounted on the right end of the tube.  Both the tube and the target are missing and will have to be replaced.
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Figure 16.  The photon spectrum, from the Van de Graff with a LiF target, clearly shows the 17.6 MeV peak.  The peak’s 7% FWHM is due to the resolution of the Crystal Ball prototype detector that was used to make the spectrum.  The bump at ~14 MeV is due to a broad excited state of Li7 .
6.2.3. SLAC End Station A Positrons

A secondary beam of positrons travels down the A-line and arrives in End Station A.  The A-line has momentum slits and is therefore a long calibrated spectrometer.  The positrons have an energy known to ~±0.5% with a spread in energy of ~±0.5% (depending on how open the slits are).  The Calibration Unit energy calibration is referenced to this spectrometer and to the minimum ionizing energy deposition of cosmics crossing the CsI crystals.  We will run with an average of 1 positron / pulse to maximize the number of pulses that have exactly one positron.  The calculation of runtime for the positron beam is shown in Figure 17.
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Figure 17 The calculation of runtime is shown for the positron beam
6.2.4. SLAC End Station A Photons

The SLAC Linac will supply us with 30 Hz of pulses of positrons.  The pulses are equally spaced in time (1/30 sec apart).  The pulses are ~1 psec long and contain an average of up to ~100 positrons per pulse.  We will adjust the average number of positrons per pulse and the diamond target thickness to yield <> photons per pulse.  An <> = 1 maximizes the Poisson probability (= 0.37) of exactly 1 photon in the pulse.  However, sometimes 2 /pulse may come out of the bremsstrahlung target, for example 20 MeV and 980 MeV.  The LAT will record the sum energy of 1 GeV, and we will see tracks in the tracker if one of the photons converts.  However, we don’t know which of the photons converted.  When we unknowingly add 20 MeV conversions to the 1 GeV photon bin, wide tails will be put on the 1 GeV PSF.  What will be verified is that the simulation of the LAT + bremsstrahlung radiator agrees with the measured PSF.  The pollution from more than one photon will be kept as small as possible by keeping <> as small as possible, consistent with getting enough photons in our allotted run time.  Figure 18 shows the fraction of pulses that have 2 gammas in them for different <>.  We will use <> = 0.2 which gives approximately the same pollution as in beam test ’99.  Calculations for the required running times for the various photon beams are shown in Figure 19, 20, and 21.
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 Figure 18  This is the fraction of bremsstrahlung pulses that have 2 gammas adding up to the total energy seen by the calorimeter.  We will use ngavrg=.2 which yields the dashed curve in the figure.  
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Figure 19  The calculation of runtime is shown for the Bremsstrahlung Beam.
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Figure 20  The calculation of runtime is shown for the Channeling Radiation Beam
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Figure 21  The calculation of runtime is shown for the Coherent Bremsstrahlung Beam.  Notice that at each beam energy there is a different fraction (“frack”) of  all gammas in the coherent bremsstrahlung peak.
6.2.5. SLAC End Station A Protons

The beam will be run with an average of 1 particle/pulse.  This maximizes the number of pulses which have exactly 1 particle.  The beam contains mostly positrons and pions, and we measured .0044 protons/pulse in beam test ’99.  These protons are very cleanly identified using time-of-flight and a Cherenkov counter.  In one month with a 0.58 accelerator efficiency we will get ~200K protons as we did in beam test ’99.  In the full LAT, proton rejection is a product of the ACD rejection (~103) times the Pattern Cut rejection (~102).  These ~200K protons will be used to calibrate the simulation at a small number of x, y, θ.  Then the simulation will be used demonstrate the actual Pattern Cut rejection.  The large cosmic ray sample on the full LAT will be used to demonstrate the ACD rejection factor.

6.2.6. Cosmic Rays in an Airplane

Figure 22 shows the L1T trigger rate of the BFEM as a function of altitude.  Notice, that at 25,000 feet the L1T rate is the same as it will be in orbit.  The in-orbit L1T rate is ~22 higher than the ground L1T rate.  This few hour airplane ride will be the only exposure of the flight configuration LAT to the full in-orbit cosmic rate.  It will verify that the DAQ doesn’t crash, the software filter handles the rate and produces the expected downlink rate, and that the livetime is accurately measured.  The need for this demonstration comes from the Science Requirement on effective area.  Any fraction of the data that we lose due to a saturated software filter or saturated downlink represents the same fractional decrease in effective area.

We expect to be able to do this cosmic ray test during the airplane ride from SLAC to the environment test facility at NRL.
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Figure 22  This is the Balloon Flight Engineering Module (BFEM) L1T trigger rate measured over Palestine, Texas in August, 2001.  The BFEM front area is 1/25 that of the full LAT
	Altitude [feet]
	L1T {Hz]
	Notes

	0
	25
	Ground

	25,000
	540
	Same rate as in orbit

	35,000
	900
	Airplane flight

	50,000
	1175
	Pfotzer max

	127,000
	540
	Approx orbital rate


Table 5  The L1T trigger rate, as read off Figure 10, is shown at some particular altitudes

Table 6 Verification Test matrix as summarized by the GLAST LAT Instrument Scientist

	Parameter
	Constraint
	Requirement
	Goal
	Proposed Verification (all statistics are TBR)
	Spec

Ref
	Beam Tests that do the Verification

	Aeff
	20 MeV
	> 300 cm2
	> 1000 cm2
	Sim, 

BT (>10,000 tagged photon triggers at 20±5 MeV, normal incidence)
	5.2.1
	1) Chan rad, 20 and 50 MeV , norm incidence

2) Van de Graf 17.6 MeV 

3) Brem beam,  simultaneously all  energy bins from 20 MeV to 30 GeV, variety of angles and transverse positions.

	
	100 MeV
	> 3000 cm2
	> 8000 cm2
	Sim, 

BT (>5,000 tagged photon triggers at 100±10 MeV, normal incidence)
	5.2.1
	1) Coherent Brem, .1,.2,.5,1,2,5,10,30 GeV, norm incidence

2) Brem beam,  simultaneously all  energy bins from 20 MeV to 30 GeV, variety of angles and transverse positions.

	
	1,10 GeV
	> 8000 cm2
	> 10,000 cm2
	Sim, 

BT (>1000 tagged photon triggers at 1±0.1 GeV and 10±1 GeV, normal incidence)
	5.2.3
	1) Coherent Brem, .1,.2,.5,1,2,5,10,30 GeV, norm incidence

2) Brem beam,  simultaneously all  energy bins from 20 MeV to 30 GeV, variety of angles and transverse positions.

	
	300 GeV
	> 6400 cm2
	
	Sim, 

BT (>1000 tagged photon triggers at 10±1 GeV, then extrapolate.  Simulations must match measured backsplash rates to better than 10% -- earlier measurements must be reviewed and, if necessary, another set of measurements must be made.)
	5.2.1
	

	
	1 TeV
	
	> 9500 cm2
	Sim, as 300 GeV case above.
	5.2.1
	

	Aeff  knowledge (1σ)
	20-50 MeV
	< 50 %
	< 20 %
	Sim (compare the simulation predictions with the measured values for spec refs 5.2.1 and 5.2.3 above.  Effective area below 100 MeV is changing rapidly, and this region must be mapped out carefully.  Sim in 10 MeV bins)
	5.2.4
	

	
	50-300 MeV
	< 25 %
	< 10 %
	Sim (as above)
	5.2.4
	

	Energy Resolution
	20-100 MeV
	< 50 %
	
	Sim (TKR front and back separately at 20, 50, 100 MeV),

BT (tagged photon triggers from 5.2.1 above)


	5.2.2
	1) Chan rad, 20 and 50 MeV , norm incidence

2) Van de Graf 17.6 MeV 

 Coherent Brem, .1,.2,.5,1,2,5,10,30 GeV, norm incidence


	
	100 MeV – 

10 GeV
	< 10 %
	
	Sim (TKR front and back separately, at 0.1, 0.2, 0.5, 1, 2, 5, 10 GeV),

BT (tagged photon triggers from 5.2.1 above)
	5.2.2
	 Coherent Brem, .1,.2,.5,1,2,5,10,30 GeV, norm incidence 2) Positrons 1,2,5,10,30, 45 GeV, variety of angles and transverse positions.

	
	10-300 GeV
	< 20 %
	
	Sim (TKR front and back separately, at 10, 50, 100, 300 GeV),

BT (tagged photon triggers from 5.2.1 above)
	5.2.2
	 Coherent Brem, .1,.2,.5,1,2,5,10,30 GeV, norm incidence

2) Positrons 1,2,5,10,30, 45 GeV, variety of angles and transverse positions.

	
	> 10 GeV

>60( incidence
	<6%
	< 3 %
	Sim (at 60(, at 10, 50, 100, 300 GeV)
	5.2.2
	1) Positrons 1,2,5,10,30, 45 GeV, variety of angles and transverse positions.

	Single Photon Angular Resolution (SPAR) – 

68 % On-Axis
	100 MeV

TKR Front
	< 3.5°
	< 3°
	Sim

BT (photons as in 5.2.1) 
	5.2.5
	1) Brem beam,  simultaneously all  energy bins from 20 MeV to 30 GeV, variety of angles and transverse positions.

	
	100 MeV

TKR Back
	< 6°
	< 5°
	Sim

BT (photons as in 5.2.1)
	5.2.5
	1) Brem beam,  simultaneously all  energy bins from 20 MeV to 30 GeV, variety of angles and transverse positions.

	
	10-300 GeV

TKR Front
	< 0.15°
	< 0.07°
	Sim

BT (photons as in 5.2.1)
	5.2.5
	1) Brem beam,  simultaneously all  energy bins from 20 MeV to 30 GeV, variety of angles and transverse positions.

	
	10-300 GeV

TKR Back
	< 0.3°
	< 0.1°
	Sim

BT (photons as in 5.2.1)
	5.2.5
	1) Brem beam,  simultaneously all  energy bins from 20 MeV to 30 GeV, variety of angles and transverse positions.

	Single Photon Angular Resolution (SPAR) – 

95 % On-Axis
	
	< 3x SPAR 68% On-Axis
	< 2x SPAR 68% On-Axis
	Sim (see cases for 68 % On-Axis)

BT Need a factor >20 statistics, or >20k events in each energy/angle bin studied.  This parameter must be carefully studied on the ground, as it will be difficult to extract on-orbit.  These studies also drive the purity requirements on the photon beam.
	5.2.6
	1) Brem beam,  simultaneously all  energy bins from 20 MeV to 30 GeV, variety of angles and transverse positions.

	Single Photon Angular Resolution (SPAR) –  

68 % Off-Axis at FWHM of FOV
	
	< 1.7x SPAR 68% On-Axis
	< 1.5x SPAR 68% On-Axis
	Sim, averaged over phi and at phi=0, 30, 45 deg

BT TBD (bins of energy, angle, impact position and conversion layer).  This test drives the photon beam time requirements.
	5.2.7
	1) Brem beam,  simultaneously all  energy bins from 20 MeV to 30 GeV, variety of angles and transverse positions.

	Field of View (FOV)
	
	> 2 sr
	> 3 sr
	Sim (same points as BT),

BT (at least one energy in range 1-5 GeV at >5 angles from 0 to 80 degrees, using >1000 tagged photon triggers in each bin)
	5.2.8
	1) Brem beam,  simultaneously, all  energy bins from 20 MeV to 30 GeV, variety of angles and transverse positions.

	Time Accuracy
	
	< 10 s
	< 2 s
	BT (20±5 MeV, 100±10 MeV, 10±1 GeV photons or electrons; measure (event time stamp – beam clock) distributions.
	5.2.11
	1) All BT runs record time from Linac RF 

	Background Rejection
	
	> 105:1
	> 106:1
	Sim (using best current background flux model)

BT TBD
	5.2.12
	1)  200 K protons

	Dead Time
	
	< 100 s
	< 10 s
	Cosmic Ray Test (reducing CAL and TKR trigger thresholds to raise L1 rate to 10 kHz)

BT (electron and photon events from 100 MeV to 10 GeV and multi-electron event s with effective energies up to 300 GeV)
	5.2.13
	1) Ground cosmics

2) All BT runs

3) Airplane cosmics

	Source Location Determination
	Source flux 

10-7 ph cm-2 s-1
(high gal. lat. source, spectral index -2 above flat background, no cutoff to 10 GeV and no s/c effects)
	< 1 arcmin  

(1σ radius)
	< 0.5 arcmin (1σ radius)
	Analysis (using measured, parameterized Aeff and SPAR functions with sky simulation)
	5.2.9
	

	Point Source Sensitivity
	> 100 MeV at high gal. lat. after 2 year survey
	< 4x10-9 cm-2 s-1
(5σ detection)


	
	Analysis (using measured, parameterized Aeff and SPAR functions with sky simulation)
	5.2.10
	

	GRB Location Accuracy On-Board
	Within LAT FOV, < 10-2 ph cm-2 

(E > 1 GeV) for less than 30 secs


	< 10 arcmin

(1σ radius)
	< 1 arcmin

(1σ radius)
	Analysis (using measured, parameterized Aeff and SPAR functions with sky simulation)
	5.2.14
	

	GRB Notification Time to Spacecraft
	Within LAT FOV, < 10-2 ph cm-2 

(E > 1 GeV) for less than 30 secs
	< 3 s
	< 1 s
	Instrument/spacecraft simulator
	5.2.15
	

	AGN Location Accuracy On-Board
	Within LAT FOV at high gal. lat., 

with F > 2 x 10-6 ph cm-2 s-1
(E > 100 MeV) for more than 1000 secs

 
	< 2°

(1σ radius)
	Analysis (using measured, parameterized Aeff and SPAR functions with sky simulation)
	5.2.16
	

	AGN Notification Time to Spacecraft
	Within LAT FOV at high gal. lat., 

with F > 2 x 10-6 ph cm-2 s-1
(E > 100 MeV) for more than 1000 secs

 
	< 1 min

(after recognition)
	Instrument/spacecraft simulator
	5.2.17
	


7. SVAC – Science Verification, Analysis and Calibration

7.1. Overview

The I&T Science Verification, Analysis and Calibration (SVAC) program is driven by the LAT Science Requirement Document.  One of the main responsibilities of the SVAC Department is to coordinate the data analysis effort for the particle beam and cosmic ray tests. These tests are designed to calibrate the LAT and to validate the Monte Carlo simulations that will then be used by the  Science Analysis Software (SAS) subsystem,  to produce the Instrument Response Functions. Figure 23 below illustrates the complexity of the tasks. Science Verification depends strongly on calibrations, which are divided into high and low level. High level calibrations require identification of particle tracks via the reconstruction software. In addition, the SVAC program assumes that the hardware has successfully passed the functional and aliveness tests and that the performance of the reconstruction software has been verified. Since the latter is the responsibility of the  SAS, interface requirement documents will be developed between the SVAC I&T and the SAS subsystems, to ensure timely completion of tasks. 
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Figure 23  Calibration Overview

The SVAC plan builds gradually on the knowledge acquired from tests on  hardware units with cosmic rays and/or particle beam, namely:

Engineering Model (EM) – single tower not fully instrumented. Since the calorimeter is the only fully instrumented detector, we will use its data to prototype  high and low level calibration algorithms and the corresponding database. Since the tracker will have only four fully instrumented (TBR) trays, tracker high level calibrations will not be performed. However, the tracker self-triggering capabilities will be exercised during data taking. There will be no calibrations for the ACD.  

Calibration Unit (CU) – four-tower unit fully instrumented. The CU consists of  QU A, FU B,  FU 1, and FU 2, a few (TBD) ACD tiles, and associated electronics. These units will undergo acceptance tests, including some low level calibration test on receipt at I&T. These units will also be calibrated after integration into a common support grid. The first tracker and calorimeter units received will undergo all low and high-level calibrations. For the subsequent tracker and calibration units  (FU B, FU 1 and FU 2) we will only perform low-level calibration (due to schedule constraints). At this time the database for the calibration unit shall be tested using these data. After all flight units are assembled into the same 4x1 support grid, extensive cosmic ray and Van de Graff data will be accumulated. This is the only unit to be submitted to the particle beam tests and shall produce most of the science verification products (for details see the following sections). These data will be used to validate the Monte Carlo simulations (as described in the Particle Test Program). Once the Monte Carlo is validated, it will be used to establish the performance of the 16-tower unit (LAT). All high level and low calibrations are performed on the CU, except for LAT & Observatory Alignment. At this stage, we will perform the first exercise of the on orbit calibration scheme while still on the ground. This will serve as a prototype for the on board calibrations (TBR).

LAT – sixteen-tower unit fully instrumented flight hardware. Data from each individual FU will be obtained for high level and low-level calibrations. All ACD tiles will be calibrated (TBR) after the ACD is integrated. Data is also used to validate Monte Carlo simulations and the final inter tower alignment on the ground will be performed.  Data from metrology measurements of the LAT will also serve as an input to the final alignment. Towers from the calibration unit (FU1, FU2) will have been already extensively tested during the particle beam runs and will be integrated last in the LAT and will not  to be submitted to the full set of high level calibrations (except when the inter-tower alignment between the 16 units is performed). Calibrations will be performed during environmental tests (e.g. to verify temperature dependence) . During the airplane end-to-end test on orbit calibration schemes will be exercised on board, and from telemetry data processed on the ground. Low level calibrations will be occur during and after spacecraft integration. 

LAT – on orbit. The first on-orbit calibration will be performed during the commissioning of the LAT prior to delivery to the Instrument Operation Center (IOC). Special calibration modes (TBD) for low and high level calibrations and schemes for selecting Galactic Cosmic Rays from high Z elements will also be exercised. 

7.2. Calibrations

The I&T Calibration tasks are designed to measure the electronic response of the active elements of the LAT, to determine if the response is acceptable and to provide input to the reconstruction software used for data analysis.  

7.2.1. Low Level

The low level calibrations of the instrument  calibrate the response of the front-end electronics to an input signal. Depending on the function of the electronics in the detector, its response is converted into units of energy or time. Responses are commonly described in terms of their linear, non-linear and saturation properties with respect to the input signal. The baseline noise in the system is also taken into account by comparing the responses with and without the input signal.  There are two methods to obtain the low level calibrations from an input signal, either by injecting charge into the preamplifiers via a capacitor with a known value or by triggering on pulses from a beam of particles with known energy.  To obtain the response without input signal one can simply generate random software triggers.  The specific approach to be used will depend on the peculiarities of the hardware units under test. For example, the relation of scintillation signal to energy depositions, for heavy ions relative to showers and minimum ionizing particles in the calorimeter will be calibrated on the ground using a variety of primary beams: electromagnetic showers, protons, and heavy ions.  When the LAT is on orbit, some calibrations may be performed on board while others will be done using telemetry data processed on the ground.   Below we list some of the low level calibrations (TBR); more shall be added (TBD) once the verification test plan from systems engineering is completed.

	ID
	Name

	C1
	Pedestals (ACD)

	C2
	Noisy Strips (TKR)

	C3
	Dead Strips (TKR)

	C4
	Time-Over-Threshold (TKR)

	C5
	Light Yield (CAL)

	C6
	Scintillation Efficiency (CAL)

	C7
	Pedestals (CAL)

	C8
	Energy Range: Electronic Gain (CAL)

	C9
	Energy Range: Integral non-linearity (CAL)

	C10
	Energy Range: Differential non-linearity (CAL)

	C11
	Deadtime

	C12
	Time accuracy


Table 7 Low Level Calibration
Calibration of front-end electronics involves several tasks. The ACD and CAL pedestals (ADC output for zero input to front-end electronics) may be used as a simple measure of the stability of a portion of the front-end electronics.  Pedestals can be useful for real time displays of scintillation signals. To calibrate the energy scales of the calorimeter , the linear response of the front-end amplifier to an input signal and the correspondence between input charge to front end electronics  and output ADC bin will be measured. Absolute energy and energy corrections also depend on light yield and scintillation efficiencies. The optical response of the crystal with photodiode readout will be used to correlate the input charge collected from the passage of particles with an output light at the center of each crystal. The scintillation efficiency will be obtained by measuring the relation of scintillation signal to energy deposition, for heavy ions relative to showers and for minimum ionizing particles. In the tracker, the knowledge of noisy and dead channels (strips) is important to reduce spurious trigger rates and provide input information for track reconstruction. Noisy and dead strips have a small effect on effective area since the number of noisy strips is expected to be small; they may also have indirect effects (via pattern recognition) on background rejection. The time over threshold of the tracker layers (response of the fast-OR in a given tracker layer in units of time) can be used to improve photon conversion finding algorithms (TBR) with indirect effects (via pattern recognition) on background rejection. The time during which the system is busy reading out an event is used to determine if the Level 1 trigger deadtime meets the requirement and we measure the time associated to an event to check if it is recorded within the required accuracy.  These are important for timing analysis (GRB and pulsars)

7.2.2. High Level

The high level calibration of the instrument uses the low level calibrations to measure efficiencies for finding signals from the active detector elements and to provide their relative alignment. To this end, one requires identification of particle tracks via the reconstruction software. Silicon strips in the tracker will be aligned with respect to both the LAT and the observatory (on orbit) coordinate systems. We will calibrate the energy deposition along the calorimeter crystals. To understand the effects due to temperature excursions, some high level calibrations (e.g. alignment) will also be performed during environmental tests on the ground. For on-orbit operations, a dedicated data taking calibration mode may be required. Efficiencies may be monitored on board but calibrated with higher accuracy using telemetry data processed on the ground.   Below we list some of the high level calibrations (TBR)

	ID
	Name

	C13
	Detection Efficiency (ACD)

	C14
	High Threshold Detection (ACD)

	C15
	Single Hit Efficiency (TKR)

	C16
	SSD Alignment (TKR)

	C17
	Ladder Alignment (TKR)

	C18
	Tray Alignment (TKR)

	C19
	Tower Alignment (TKR)

	C20
	Inter Tower Alignment (TKR)

	C21
	LAT & Observatory Alignment (TKR)

	C22
	Light Asymmetry (CAL)

	C23
	Light Attenuation (CAL)


Table 8  High Level Calibration
A measure of the ACD efficiency for detecting charged particles is needed to reject charged particles, which are background to photon interactions. It indirectly affects effective area and field of view since the former depends on the background cuts and the latter is derived from the effective area. The ACD ability to detect  highly ionizing particles that deposit energy greater than 25 times that of a minimum ionizing particle (MIP) is also measured since this is used to aid in the energy calibration of the calorimeter during on-orbit operations. Energy calibrations require light attenuation measurements to verify the dependence of scintillation light yield in a PIN diode on longitudinal position along CsI crystal. The correlation of the light-asymmetry measure with position of energy deposition along the length of crystal provides CAL shower imaging and CAL support for TKR trajectories. Association of photon conversions points in the back section of the tracker with energy deposition in the calorimeter, can indirectly improve background rejection. The tracker alignment is done in hierarchical scheme from SSDs to towers to obtain relative positions and orientations with respect to both the LAT and the observatory (star tracker) reference corrdinates. The results of the aligment will be used to improve the Single Photon Angular Resolution (SPAR) for higher energy gammas, for which multiple scattering is a small effect, and to obtain the SPAR when the converted electron or positron tracks cross tower boundaries. The combination of data between towers is necessary to determine Point Source Sensitivity, AGN and GRB location.

7.3. Science Verification

Science Verification on the ground is performed  one time only, during particle beam tests.  Measurements are performed at a limited, but well defined, number of points in the LAT parameter space (see Beam Test Plan for further details). The required accuracy for each of these measurements is specified in LAT-PS-00010-1.  Once validated, the Monte Carlo simulations will then be used to estimate the performance of the LAT instrument at any point of the LAT parameter space. It is the responsibility of the SAS group to produce the Instrument Response Functions using the Monte Carlo validated by I&T.

	ID
	Name

	S1
	Number of Reconstructed Photons (Effective Area)

	S2
	Absolute Energy

	S3
	Energy Resolution

	S4
	Angular distributions – on axis (Single Photon Angular Resolution)

	S5
	Angular distributions – off axis (Single Photon Angular Resolution)

	S6
	Background Rejection


Table 9  Science Verification
The energy of the incident particle, the inclination and azimuth angles of incidence and, the impact point of the beam into the Calibration Unit determine a configuration. The Effective Area will not be directly measured in the beam tests, but the number of converted photons for a given configuration will be measured. The total number of converted photons for the front and back sections of the tracker (in well defined bins of energy and angles) will be compared to that obtained with the Monte Carlo simulations, which also include simulations of the beam line. The absolute energy and energy resolution (in well defined bins of energy and angles) for photons, positrons and hadrons will be obtained for several configurations and compared to the results from the Monte Carlo. The energy resolution depends on the performance of the reconstruction software, on the choice of algorithms to estimate the energy measured in the tracker and on the energy leakage from the back of the instrument (these will be described below). The single photon angular resolution (SPAR) will be obtained for a few on-axis and several off-axis configurations. The SPAR does not depend strongly on the energy of the incoming particles but is affected by alignment and data analysis cuts used for pattern recognition and background rejection.  The angular distributions for photon events will be measured for the front and back sections of the tracker and compared with Monte Carlo. The SPAR will be determined by using Monte Carlo simulations with monoenergetic photons. The hadron background rejection tests using calorimeter and tracker will be performed for a given set of configurations. The backsplash measurements on a few ACD tiles will also be revisited to validate the Monte Carlo simulation (TBR). For example, hit distributions in the tracker and calorimeter crystal depositions after data analysis cuts will be compared to those obtained from Monte Carlo simulations. 

7.3.1. Reconstruction Software 

Science verification depends not only on high and low level calibrations, but also on the reconstruction software to identify particles. Below we present a list of performance criteria necessary to support data analysis (TBR), which are now being discussed with the SAS subsystem. Note that efficiencies for a given particle are only meaningful when associated with a  purity value.

	ID
	Name

	SW1
	Charged track reconstruction efficiency

	SW2
	 conversion efficiency

	SW3
	 conversion point 

	SW4
	Absolute Energy on axis

	SW5
	Absolute Energy off axis

	SW6
	Efficiency for track association with CAL clusters

	SW7
	Efficiency for track association with ACD hits


Table 10  Reconstruction Software

Photon candidates are identified via characteristic event topologies derived from the charged particle tracks. Therefore the efficiency for track reconstruction indirectly affects the effective area.  To determine the most probable energy for a given photon one must correct for leakages and energy losses. If photons have low energy, most of the energy is collected in the tracker and that must be estimated from algorithms that involve strip hit distributions. For high-energy photons, there is an energy leakage since particle showers are fully contained inside the calorimeter. The software algorithms will affect the determination of the energy resolution and absolute energy and can introduce a small uncertainty in the determination of SPAR.  The efficiency for connecting charged tracks to corresponding calorimeter clusters of energy is needed to determine the energy of secondary particles that are combined to estimate the total photon energy. It depends on photon energy and purity of the photon sample. The efficiency for connecting charged tracks to corresponding hits in the anticoincidence tiles is needed to combine information from tracker and ACD to identify charged particles. 

7.4. SVAC Deliverables

The SVAC data (category S and C) will be stored in a central database at SLAC, from which trends will be monitored and results will be compiled as written reports. The calibration deliverables to the SAS subsystem will consists of several coefficients and/or constants (TBD) that characterize the stability and performance of front-end electronics, the relative alignment and efficiency of the detector elements in the LAT, and the location of dead or inefficient active detector elements.  In addition the I&T SVAC Department will provide a set of histograms (TBD) to validate the Monte Carlo simulations, including those related to science verification. In summary, the I&T SVAC will develop calibration schemes to be used on-orbit, test them prior to launch and deliver a calibrated instruments on-orbit to the Instrument operation Center (IOC). 

8. GLAST LAT Environmental Testing:

8.1. Introduction

The GLAST LAT environmental test program is intended to demonstrate that the integrated GLAST LAT is free from manufacturing deficiencies and can withstand the rigors of the launch and space environments.  This test sequence comprises four main areas, electromagnetic compatibility, structure (modes and loads), thermal limits and effects, and workmanship. As is normal at PDR stage of the program, the exact test requirements and implementation is TBD. This is compounded by the absence of a vehicle contractor in the case of the GLAST mission who would normally provide input to test requirements definition. The lack of qualification hardware also contributes to difficulty in test definition as test limits must be closely defined to avoid overstressing flight hardware. This can be partially mitigated by more precisely defining the expected flight environments. 

The environmental test of the LAT will occur after the LAT completes functional testing at the Stanford Linear Accelerator Center and can be demonstrated to be a functional system. The current plan combines the pre-ship review with the environmental test readiness review before the instrument is shipped from SLAC. At that time, all outstanding discrepancies must be closed to avoid impacting environmental test with known problems. This is necessary to avoid spending extra time in the actual test flow that can be very expensive. Specific test issues will be addressed at dedicated test readiness reviews before each of the tests in the sequence.

Functional test plans will also be required to support environmental testing. Functional tests must be performed before and after each test in the flow, as well as between each axis in random vibration testing and at plateaus in thermal vacuum testing. These functional tests must provide easily determined pass/fail criteria and must be of a duration compatible with the test flow.  

One of the main challenges for a one of a kind system is providing adequate testing without over testing system components. This is typically achieved by establishing three levels of test margin. The widest margin is at the qualification level. This is for testing performed on non-flight qualification hardware. This is followed by proto flight levels that are used to qualify hardware that will be flown. The final level, is acceptance level that is used for units that are part of a series for which there has already been a successful qualification unit. The margins required come from the 433-MAR-0001 (Mission Assurance Requirements for the LAT) and the GEVS-SE (General Environmental Verification Specification for STS & ELV Payloads, Subsystems, and Components).

8.2. Test flow

A satisfactory test flow requires the completion of certain test objectives before other tests can be performed. This is to prevent tests from being invalidated by modifications required to mitigate other test failures. The test flow begins with the receiving inspection after the payload arrives at NRL. Each type of test will be preceded with a test readiness review which will assess the readiness of the LAT for that particular test as well as the levels, limits, goals and procedures for the test in question. Anomalies discovered in the course of testing must be fully characterized if not remedied before testing proceeds to avoid expending expensive test time discovering the same thing again and again.

8.3. EMI/EMC

The test flow begins with electromagnetic interference and electromagnetic compatibility (EMI/EMC). This traditionally occurs first in the flow in case additional filtering or hardware modifications are required to mitigate problems. The purpose of EMI/EMC testing is to ensure compatibility between the LAT and other space vehicle systems, and vice versa. The GLAST EMI specification is contained in GSFC 433-RQMT-0005 which has heritage from MIL-STD-461E. The tests comprising EMI/EMC are radiated emissions, conducted emissions, radiated susceptibility, conducted susceptibility, and magnetic survey. The conducted and radiated emissions tests verify that the LAT does not broadcast harmful interference to the rest of the vehicle. Areas of principle concern here are the clocks in the DC-DC converters and the clocks associated with the processors. These often violate EMI specifications, not only at the fundamental frequency, but also at many higher harmonics. The susceptibility tests verify that the LAT can operate in the presence of other vehicle systems. The areas of concern here are not only processor clocks, but also transmitters and transponders. The final test, magnetic  survey, may not be required as there are minimal magnetic materials in the LAT and parts control may be sufficient to demonstrate that there are no magnetic issues.

The baseline facilities for the EMI/EMC tests are two anechoic chambers at the Naval Center for Space Technology at the Naval Research Laboratory. These facilities include antennae, transmitters, receivers, and other associated systems required for MIL-STD-461 compliant testing. The EMI/EMC are perhaps the best defined of the LAT environmental tests with a relatively clear set of test requirements that are not expected to be greatly altered when the selection of vehicle contractor is finally made. 

EMI/EMC testing takes approximately one week to complete if no difficulties are encountered. Set-up requires about a day with two or three days for the actual testing. 

8.4. Modal Survey/ Random Vibration/ Acoustic

The second set of tests in the series will be modal survey and random vibration/acoustic testing. Modal survey verifies the dynamic characteristics of the structure and identifies natural resonant modes in the frequency band of interest. Typically for Delta launch vehicles this is all modes below 50 Hz, and if there are no modes below 50 Hz, then the first and second mode for each axis. A modal survey may be performed either with a base driven shake, or with the payload base fixed using a small vibration source. The exact requirements for modal survey are not well determined at this time. The baseline system qualification plan included a full qualification grid that would undergo modal survey testing using mass simulators for the rest of the instrument. When this component was deleted for budgetary/schedule reasons the test flow was made more complex. Lack of qualification hardware will prevent an early verification of the dynamics model. This will in turn place more stringent requirements on the modal survey performed during the environmental test flow. Also, the late selection of a vehicle contractor will add to the complexity of test definition. Modal survey is the test that is most closely coupled with the space vehicle and launcher, both of which will have input into the fidelity of the math model and the level of verification required. 

NRL has facilities to perform both fixed base modal survey and base driven modal survey. The inclusion of a fixed base modal survey will most likely increase the test time as there will have to be a separate set-up for the modal survey and the actual test duration will also be longer. 

Random vibration and/or acoustic testing will occur after modal survey. This test or set of tests verifies structural integrity and workmanship, and can also be used to verify modes. 

Here again the actual test requirements are not well defined because of the lack of a vehicle contractor and an overall system level I&T plan. Since there is no qualification unit, it is important not to over test the flight hardware, and high level random vibration or acoustic testing should be performed a minimum number of times. These tests are described here, but some may not be performed until the system is fully integrated at the observatory level. It is likewise expected that the final test in this series, pyro-shock, will not be performed until the vehicle is completely integrated. This is justified since there are no pyrotechnic devices on the LAT and it is expected that the vehicle structure will be softer than the LAT structure. This will lead to considerable dampening of the pyro-shock seen by the LAT. 

If random vibration testing is performed the basic test sequence is to perform a low level sine sweep, typically 0.25 g, to verify expected mode positions and resonances. This information together with the expected  characteristics of the space vehicle structure are used to derive the input spectrum for the full level random vibration test. Inclusion of the space vehicle structure is important for a large payload such as the LAT because the intervening structure that transmits vibration energy from the launch vehicle to the LAT can transmit only a finite amount of energy. This is accommodated in the random vibration testing by notching the input spectrum.  When the input spectrum has been determined the full level random vibration test is performed followed by a second low level sine sweep to verify that none of the modes has shifted in frequency. Functional tests of the LAT will be performed before the beginning of random vibe testing and between  each axis. 

Acoustic testing can also be performed either at the LAT level or at the fully integrated observatory level. This test verifies that the payload can withstand the acoustic portion of the launch load, both in the form of actual acoustic excitations as well as high frequency vibration transmitted through the structure. NRL NCST has the capability to perform combined vibro-acoustic testing. 

The time required for random vibration and acoustic testing is approximately one week. It takes about a day to set up, a day per axis for random vibe, and a day to tear down the system.   Fixed base modal survey can take substantially longer, increasing the test duration by a week or so. 

8.5. Thermal Balance/ Thermal Vacuum

The final series of tests in the flow are thermal balance and thermal cycling both done in a thermal vacuum chamber. Thermal balance testing is used to verify the thermal model of the payload as well as to verify the ability of the payload to operate in vacuum and at the upper and lower temperature limits expected for the system. The requirements for the thermal balance test are again not well defined at this time. This uncertainty is largely due to the thermal design of the LAT that involves the extensive use of heat pipes and variable conductance heat pipes. Heat pipes, particularly variable conductivity heat pipes, have substantially different operating characteristics in earth gravity than they have in zero g. This will impose unique test constraints on a thermal balance test that includes the heat pipes and radiators as part of an integrated instrument test. It is also possible that the thermal balance portion of the test will be performed at the integrated observatory level. 

Current plans call for all components of the LAT to have undergone thermal vacuum testing at the component or subsystem level, and most of these components will have actual qualification hardware, so all integrated system thermal testing will need to be done only to acceptance levels. 

Thermal balance testing is used to verify the thermal model for the LAT. Typically it is performed in as flight-like a configuration possible, but as noted above this may not be possible due to issues with the heat pipes. The thermal balance test is performed at hot and cold plateaus by allowing the payload to come into equilibrium with the chamber environment including hot and cold plates to simulate external heat sources and sinks. 
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Depending on the details of the test, and times projected for the transition from hot to cold the thermal balance test may be immediately followed by the remaining thermal cycles, or the chamber may be opened and the thermal blankets removed to accelerate the thermal cycling process. The actual profiles of the ramps used to go from hot case to cold case will be dependant on the thermal analysis and the levels required to drive the system. Since the LAT is a very massive instrument the careful attention to the thermal inertia will be required to avoid exceeding test limits. 

Figure 24 Typical TVAC Thermal Profile

Much of time in thermal-vac  will be used for functional testing. The plan is to operate the instrument as much as possible and to take data with muons at all times except when the instrument must be turned off for the cold ramps or cold soaks. Functional tests will be performed after the hot and cold soaks in thermal balance and at each of the hot and cold plateaus during thermal cycling. Figure 24 shows a representative TVAC profile, with the longer thermal balance hot and cold plateaus occurring during the first cycle. The details of the actual test determine if the first part of the cycle goes hot or cold. The profiles shown here have the cycle going cold first. This finishes on a ramp from hot thus minimizing the chance that some of the CsI remaining below ambient temperature and having problems with moisture condensation. 

8.6. QA/MA Support Required

Environmental testing requires substantial support from Quality Assurance and Mission Assurance. The ground support equipment (GSE) requirements will be verified which are necessary to integrate, test, lift, handle/hold, ship, maintain cleanliness, safe, operate, and support LAT I&T.  A summary of the GSE to be verified are:

 (a)
Mechanical GSE

Shipping Container(s)

Dolly for transporting

Equipment and Handling Fixtures

Test Fixtures

Lifting Fixtures

Work stands

Ground Cooling Cart A/C-thermal GSE

(b)
Electrical GSE

(c)  Contamination Control

Purge lines and Flow Control

Purge Supply 

Inflatable Bags

Clean room Supplies

Clean room Monitoring Equipment

8.7. I&T Computer System

During integration and test the I&T computer system will provide the data capture, acquisition, and decommutation, command generation, telemetry conversion to engineering data, display of engineering data, functional test procedure execution, and network interface to the instrument and subsystem GSE.  

Test Cables:  Test cables provide hookup of the EGSE to the LAT during performance testing, functional testing, and health and safety monitoring.  

8.8. Clean room

LAT Instrument will be received at the NRL clean room.  The instrument will be removed from shipping containers and inspected by quality assurance for item identification against the Cert log, drawings and any other papers that identify the item.  A visual inspection will be made to ascertain the condition of the hardware and to note any visual abnormalities. A thorough review will be performed to evaluate test logs, open items, problem reports, etc.  A comprehensive test of the LAT will be performed to assure that the instrument has been delivered to NRL in a fully operational condition. 

The following list of materials and supplies verified required to support the clean room activity during I&T at NRL:

Clean room garments

Clean room gloves

Clean room wipes

Cleaning solvents

Paper and report covers

Portable vacuum equipment

Tape-lift supplies measurement

Molecular contamination sampling supplies

Witness plates, stainless steel

Room air particle counter

Clean room bagging material

High purity gaseous nitrogen (GN2) bottles (if required)

GN2 purge cart/lines/controls 

Quartz Crystal Microbalances (QCMs), cold finger, witness plates are required for TV/TB.

Quality Assurance will monitor all test, signs off on results and makes sure that PRs and PARs are written when necessary.  QA will maintain the WOA system, maintain a daily log of authorized work to be done and work completed, maintain Cert logs, and inspects all work for conformance to the requirements and quality of workmanship and tests.  QA will perform the hands-on work (along with, or under guidance of the cognizant subsystem engineer) for the test, performing the safe-to-mate tests, fit checks, interconnecting equipment to the test configuration, and doing setup work as required.  All work shall be detailed on a WOA form.

8.9. PERSONNEL TRAINING VERIFICATION

Personnel performing certain hands-on types of work such as operation of cranes and forklifts, etc. are required to have had the prescribed training courses and to be in possession of current certifications as verified by QA. Anyone coming in contact with the instrument is required to have completed the appropriate ESD and Contamination Control training and to be familiar with ESD requirements.  NRL QA will provide this training as required.

8.10. FACILITY ACCESS REQUIREMENTS

QA will maintain a current access log of personnel working on or in the general area of the instrument.

8.11. QUALITY ASSURANCE AND PROCEDURE REQUIREMENTS

Verification of safety and quality requirements, and ground systems verification are important requirements and will be verified during I&T operations at NRL.  To assure accomplishment of the performance objectives and, above all, to ensure flight system integrity, the various quality control measures that will be implemented during I&T are discussed in the following sections.

The QA process includes a review process, work order authorizations, procedures, anomaly/failure resolution, and test result reporting.  As such there are several quality assurance gates that the flight hardware and software must pass in order to be acceptable for I&T at NRL.  The controls and documentation for these gates are:


Reviews


Incoming/Receiving Acceptance of Hardware


Test Plans


Test Procedures


Work Order Authorization (WOA)


Problem Record (PR)


Problem Action Report (PAR)


Logs


Stop Work Orders


Test Reports

8.12. Reviews

8.12.1. Instrument Pre-Ship Review (PSR)

A pre-ship review will be conducted by SLAC prior to shipment of the flight instrument to NRL.  The pre-ship review will examine the total test record of all flight systems.  The review of PRs will concentrate on anomalous occurrences and their disposition.  The reviews also will assess the status and readiness of the instrument consistent with the mission objectives.

After the Pre-ship review pf the instrument at SLAC and completion of a certificate of acceptance checklist by QA, receiving inspection will be performed at NRL.  All tests of flight hardware will be preceded by pretest reviews in which readiness of flight hardware, test equipment facilities and procedures will be verified by QA.  Following flight hardware tests, post-test critiques will be held during which test data will be reviewed to determine conformance with performance requirements.  The critiques will be led by the I&T Manager and supported by key personnel from the Core I&T Team, each subsystem team and QA.  In addition, daily test team meetings will be planned by QA in order to coordinate test activities and manage test discrepancies.

The review will consist of a walk-through of the integration flow and a review of the Integration Readiness Review (IRR) checklist (Table 11) of items and activities that are necessary to carry out a successful integration and will be verified by QA.  

	Checklist Item
	Status

	1.  
	Certificate of Acceptance form completed (this will verify that all Cert Logs, PRs, Material Review Board (MRB) reports, drawings, logbooks, etc. are completed & reviewed by QA)
	

	2.  
	Test plan completed
	

	3.  
	Review of special handling requirements

(ESD, cleaning, pre-integration checkout, temperature, humidity, etc.)
	

	4.  
	Walk-through of the integration flow
	

	5.  
	Functional test script completed
	

	6.  
	GSE in-place or available
	

	7.  
	Precursor activities identified & completed (thermal preps, other supporting systems, etc.)
	

	8.  
	Work Order Authorization form filled out and approved
	

	9.  
	Mechanical Integration Procedure ready
	

	10.  
	Contamination Control Plan for the item completed
	

	11.  
	Electrical Integration/safe-to-mate procedure ready
	

	12.  
	Record Definition Language (RDL) database complete
	

	13.  
	All supporting software (flight and test) complete and tested
	

	14.  
	Functional test procedures complete and tested for syntax errors
	


Table 11 Integration Readiness Review Checklist
8.12.2. Flight Readiness Review (FRR)

A Flight Readiness Review (FRR) will be held at NRL and will be conducted as part of the overall mission readiness.  The FRR will be conducted by the GSFC Office of Flight Assurance and presented by the SLAC ad NRL Team.  

8.13.  Work Order Authorization (WOA)

All work will be done on an approved WOA.  This work will include, but not limited to, instrument integration, functional testing, troubleshooting, environmental tests, and moving the instrument.  The WOA will specify the hardware items involved in the task, provide a brief description of the work to be performed, list the required documents, call out any hazards, and provide for the necessary approval signatures.  The WOA form allows for short procedure steps to be included as part of the document in lieu of a separate formal procedure document.  Attached procedures must be approved by the I&T Manager, System Leads and QA.

The WOA flow diagram shown in Figure 25 illustrates the process and provides a way to plan the work and keep a record of the work being performed/completed on the instrument.  A separate log will be maintained on a daily basis showing the status of all WOAs by WOA number and title.  The WOA forms will be maintained by a QA representative, including the log-in and sign-off of the work as completed.  WOAs will be initiated by QA, Systems and the I&T Manager or designated representative.  WOAs will be approved by the I&T Manager, or delegated representative, Systems Lead, and QA.
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4.1.B.3.3

Mission Operations Planning

4.1.B.4

LAT Operations Facility

TBD2

4.1.B.4.1

System Conceptual Design

4.1.B.4.2

Data Acquisition S/W Development

4.1.B.4.3

Operations Software Development

4.1.B.4.4

Command & Telemetry Development

4.1.B.4.5

LOF System Development

4.1.B.5

LOF Test

TBD1

4.1.B.5.1

Test Planning

4.1.B.5.2

Test Development

4.1.B.5.3

Verification Testing

4.1.B.5.4

LOF Interfact Tests

4.1.B.5.5

LOF I&T Travel

4.1.B.6

LAT Performance Verification

Lauben
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Figure 25- WOA Process Flow
8.14. Anomaly and Failure Reports

All test failures of flight hardware will be documented by QA with a PR.  The PRs are used to document and track single anomalous events and their resolution.  The I&T Manager, supported by the Core Team, will periodically review outstanding PRs, maintain report files and present status.  A review will be conducted on the resolution of all flight hardware anomalies.

8.15. Test Reports

After completion of a major test, a Verification Test Report will be completed by the Systems Lead and QA.  A report summary will accompany the Verification Test Report form that will describe highlights of the test and identify test deviations, problems, and success status.  Test reports will be provided within seven days after test completion.

Each report and associated resolution activity will be monitored by QA.

The status of all discrepancies, functional anomalies, subsystem failure-free operating hours, and out-of-tolerance levels detected during the I&T process will be generated and presented to the Review Board prior to shipment of the instrument.  This review will contain all items written against the instrument and all associated GSE.  The disposition of all PRs will be included or attached to a summary report.  As-run Test Procedures, Test Reports, WOAs, and event log files will be retained as official records.  This documentation will, on request, be provided for review by QA.

8.16. Manpower Requirement

During all environment testing, QA will participate in the I&T planning meetings and will witness all tests.

8.17. Expected Manpower

2 Fulltime Engineers

8.18. Duration

From receipt of LAT instrument until shipping.

8.19. Naval Research Laboratory Naval Center for Space Technology Facilities

The NCST maintains extensive facilities for the design, fabrication, integration, and test of high performance, high reliability spacecraft and payloads. The NCST facilities for EMI/EMC testing, modal survey, vibration, acoustic and thermal vacuum testing.

9. Instrument Operations Coordination

Following the IOC PDR, management of EGSE development was transitioned to the I&T subsystem and the activity renamed Online Systems.  The close working relationship of the IOC and I&T subsystems was cemented by the assignment of the IOC subsystem manager as Instrument Operations Coordinator for I&T.  The mission of instrument operations coordination is

· Ensure the orderly transition to the IOC for LAT on-orbit operations

· Leverage the development of the electrical ground support equipment and online systems to minimize IOC cost

· Capture and retain LAT engineering knowledge in the operations team

· Validate and verify all flight operations procedures, command and telemetry database entries, calibration procedures, and IOC hardware and software prior to instrument delivery

· Maximize the use of I&T opportunities for training instrument operators and science observers.

This mission will be achieved using a three pronged approach:

1. Inject operations requirements into I&T documents and planning

· Verification of procedures, databases, instrument modes, and ground system interfaces

2. Include IOC participation in I&T planning, procedure development, and operations

· IOC participants in I&T working groups

· IOC personnel support I&T tasks

3. Time phase sharing of operations personnel

· IOC personnel support I&T tasks

· I&T engineering staff migration to IOC operations team

This approach is a natural result of the significant overlap between I&T and IOC work breakdown structures.  This overlap can be seen in the IOC WBS as the items shown in red in Table 12.

This overlap in operations functions is a direct result of an evolutionary philosophy for the development of the IOC.  As shown in Figure 26, IOC functions and procedures are prototyped using the I&T online system (EGSE) during LAT development, integration, and test.  The command, command procedure, and telemetry databases are developed during subsystem assembly and integration and are used to support subsystem functional testing.  Engineering data visualization and verification tools are developed during subsystem integration using the same hardware and software infrastructure in a rapid prototyping environment.  Testing of the IOC hardware and software development model is supported during LAT environmental test.  All ground system interfaces are verified during ground system compatibility tests during mission systems integration.

The functions to be developed for the LAT Operations Facility include:

· Instrument Control & Operation

Status & condition monitoring, limit checking, procedure development, command generation, trending, logging.

· Data Management

Data acquisition, archiving, distribution, and quality verification.

Table 12  IOC work breakdown structure with items overlapping I&T shown in red
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Figure 26  Evolutionary development of LAT operations during I&T

· Operations Uploads

Flight software updates, command sequences, parameter tables.

· Test & Calibration

Mode control, procedure development, on–orbit calibration scheduling, implementation, and data acquisition, systems analysis.

· Instrument Operations

Planning & scheduling, procedure development, upload validation and verification, anomaly resolution.

· Communication Support

LAT IOC interfaces to MOC, GN, SSC, SAS.

· Operations Environment Maintenance

LOF maintenance and upgrade, LAT test bed maintenance, Database maintenance, crew resource management, documentation.
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Figure 27  GLAST Mission Operations Architecture.  The LAT Instrument Operations Center is shown in blue as the joint activity of the Instrument Operations and Science Analysis Software subsystems.  The principal interface of interest during I&T is highlighted.

These functions are represented in the GLAST mission architecture in Figure 27.  The principal interface of interest during integration and test is shown in Figure 27 as the telemetry interface to the GLAST ground network and the planning and commanding interface with the MOC.  Both the telemetry and command interface must be exercised during LAT I&T which provide valuable development and training opportunities for IOC functions.

The IOC development flow is shown in Figure 28.  The top row represents the hardware module or I&T test activity, the middle row represents the online system/LOF activity, and the bottom row the LAT flight software test bed activities.  The primary tasks for the IOC in FY02 and FY03 are the support of I&T planning, command and telemetry database development, and online systems development.  LOF design is not initiated until late in FY03 in order to allow the remainder of the GLAST ground network and operations centers to reach a similar level of maturity.  The principal forum for achieving LAT IOC tasks in the interim is through the I&T subsystem development process.  The principal interfaces within the I&T subsystem are:

· LAT Online Systems Manager - R. Claus

Operations hardware and software, display definitions, command procedures, databases.

· LAT Environmental Test Manager - M. Lovellette

Procedure validation and verification, operator training, database validation and verification, test support opportunities.

· Particle Test Manager - G. Godfrey

Calibration procedures, displays, test support opportunities.

· Calibration & Verification Manager - E. do Couto e Silva

Calibration displays, analysis, data quality metrics, instrument performance metrics, calibration database.

Other interfaces within the LAT development team are:

· Science Analysis Software - R. Dubois

· Flight Software - JJ Russell

· Calorimeter - N. Johnson

· ACD - D. Thompson

· TKR – TBD


The IOC attains overlap with I&T by providing the following Instrument Operations Coordination resources:

IOC Subsystem Manager - S. Williams

Technical management, reporting, mission planning, concept and requirements development, command & telemetry database, operations procedures and documentation, crew resource management.

Scientist - D. Lauben

LAT performance verification, calibration support, analysis and display prototyping, science planning and operations tools, LAT test bed support, SSC interface (instrument scheduling), SAS interface.
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Figure 28  LAT Operations Facility development and test flow.

Engineer - TBD2, mid-FY03

LOF development, operations S/W development, distributed monitoring, procedure and upload verification & validation, LAT test bed.

Engineer - TBD1, FY04

Verification and QA support, test planning, command & telemetry database, operations procedures and documentation, MOC interface, I&T Coordination.

Programmer - TBD3, FY04

Computer systems management, data processing S/W, operations S/W, FSW interface, GN interface, LAT test bed support.
Several of the IOC resources are not funded until late FY03 or early FY04.  These resources are candidate positions for the migration of  I&T personnel into the operations team.

The I&T subsystem provides deliverables in the form of test and training opportunities to the IOC as a natural outgrowth of I&T activities.  These deliverables include:

· Online System prototype,

· Ground system I/F test opportunities,

· Operations training opportunities,

· Instrument mode, operations procedures, and interface validation and verification, 

· Command procedures, command and telemetry database, low level calibration validation and verification,

· Instrument performance metrics,

· Sample data, and, most importantly, 

· a Calibrated & Verified Flight LAT.
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GLAST WBS Data

		WBS		Upper Case		Task		Description		Institution		Responsibility

		4.1.B				Instrument Operations Center		Design, develop, and maintain a LAT Operations Facility (LOF) which will monitor LAT health and safety, perform LAT calibration, provide configuration control, validation and verification for LAT flight software updates, generate LAT command uploads, and		HEPL		Williams

		4.1.B.1				Project Management		Manage the instrument operations effort including personnel and facilities management, planning, budgeting, and reporting		HEPL		Williams

		4.1.B.1.1				Project Administration		Develop plans and schedules for meeting the operational and scientific requirements of the instrument operations effort.  Negotiate subcontracts as required with Co-Investigators and third parties for services and materials.  Monitor task performance and

		4.1.B.1.2				Meetings & Reviews		Participate in a series of internal reviews to assess the status of each element of the IOC design.  Support weekly videoconferences, quarterly progress reviews, external design and interface reviews, technical interchange meetings, mission design and rea

		4.1.B.1.3				Logistics Management		Establish special site requirements of major hardware components (computers and data storage systems) including floor space and access space, electrical and cabling requirements, operating environmental conditions, environmental conditions for media stora

		4.1.B.1.4				Travel		Support travel to meetings, reviews, vendors, and development sites.

		4.1.B.1.5				Project Support		Maintain a library of non-configuration controlled paperwork and distribute information within GLAST program.  Support electronic mail, teleconferencing and videoconferencing for operations  planning and coordination.  Provide materials and services that

		4.1.B.2				Performance Assurance		Develop ,implement and monitor the IOC quality assurance and verification plans.		HEPL		TBD1

		4.1.B.2.1				IOC Performance Assurance		Develop the IOC Quality Assurance plan in compliance with overall LAT quality assurance plans. Monitor operation of quality assurance program and report on compliance.  Identify critical elements of LOF software for which special quality assurance procedu

		4.1.B.2.2				IOC Verification		Validate and verify IOC procedures, drawings, inspections and tests.  Assist in the development of the system verification program. Develop a verification plan for the IOC.  Participate in the verification efforts and evaluate the results of various tests

		4.1.B.3				Mission & Operations Planning		Identify requirements and develop plans to support mission operations from integration and test through launch and early orbital operations.		HEPL		Williams

		4.1.B.3.1				Operations Concept Development		Document the requirements on the various components of the LOF as derived from the science requirements, instrument functional requirements, mission requirements, science support center requirements, mission operations center requirements, and development

		4.1.B.3.2				Integration & Test Planning		Develop plans to support instrument and mission systems integration and test.  Include in the plans the evolutionary development and verification of the LOF and support for instrument commanding and verification of commands and procedures.   Develop plans

		4.1.B.3.3				Mission Operations Planning		Plan initial operations to provide instrument verification and calibration after launch.  Develop procedures and contingency plans to identify and resolve in-flight anomalies.  Support development of the on-orbit calibration plan and procedures.  Develop

		4.1.B.4				LAT Operations Facility		Design, develop, and maintain a LAT operations facility which acquires LAT telemetry, monitors LAT health, status, and resources, develops and transmits commands, and supports science planning and instrument scheduling.		HEPL		TBD2

		4.1.B.4.1				System Conceptual Design		Develop IOC conceptual design.  Perform trade studies to support detailed design.  Specify combination of hardware, Commercial Off-The-Shelf (COTS) and Non-Developmental Item (NDI) software to meet system requirements.  Establish requirements and develop

		4.1.B.4.2				Data Acquisition S/W Development		Prepare code for decompression of telemetry data, conversion of measurements to physical quantities, identification and separation of data streams, verification of real time network data with archived data, and sorting of data sets.  Develop system to acq

		4.1.B.4.3				Operations Software Development		Provide software for real-time and playback acquisition and display of the instrument housekeeping and engineering telemetry to support monitoring the health of the instrument.  Develop software to distribute data and display on LOF workstations to provid

		4.1.B.4.4				Command & Telemetry Development		Develop and maintain the command and telemetry database.  Develop software tools to support command procedure development and validation. Develop software tools to build and submit the observing programs, software uploads, and command sequences from the L

		4.1.B.4.5				LOF System Development		Procure and integrate hardware and COTS/NDI software with locally developed software. Acquire, install, and maintain data processing hardware.  Provide for system operation, management, and maintenance.  Support appropriate display and peripheral systems

		4.1.B.4.5.1				Development Model		Hardware, software, system amnagement and operation to support development of the LOF system.

		4.1.B.4.5.2				Operational Model		Hardware, software, system amnagement and operation to support upgrade of the LOF system in preparation for flight operations.

		4.1.B.4.6				EGSE Coordination		Coordinate IOC development with EGSE development.  Review EGSE requirements and plans for consistency with IOC development plans and requirements.  Support development of EGSE interfaces with flight instrument and provide common interface for data acquisi

		4.1.B.5				LOF Test		Perform LOF validation and verification testing.		HEPL		TBD1

		4.1.B.5.1				Test Planning		Develop plans to support LOF integration and test.

		4.1.B.5.2				Test Development		Develop test procedures, software tools, and hardware to perform full-scale end-to-end tests of entire LAT operations activity including data acquisition, commanding, housekeeping monitoring and operations planning.

		4.1.B.5.3				Verification Testing		Validate and verify LOF software, command, command and telemetry databases, and command procedures.  Support full-scale end-to-end tests of entire data processing procedure to verify hardware and software performance and operational organization.  Test us

		4.1.B.5.4				LOF Interfact Tests		Perform interface and verification tests with the Science Data Production facility, MOC, SSC, and the ground station network.  Verify, benchmark, and test LOF performance under dry-run conditions, using LAT data.

		4.1.B.5.4.1				IOC/SAS Interface Tests		Perform interface and verification tests with the Science Data Production facility.  Verify, benchmark, and test LOF performance under dry-run conditions, using LAT data.

		4.1.B.5.4.2				IOC/MOC Interface Tests		Perform interface and verification tests with the MOC.  Verify, benchmark, and test LOF performance under dry-run conditions, using LAT data.

		4.1.B.5.4.3				IOC/SSC Interface Tests		Perform interface and verification tests with the SSC.  Verify, benchmark, and test LOF performance under dry-run conditions, using LAT data.

		4.1.B.5.4.4				IOC/GN Interface Tests		Perform interface and verification tests with the ground station network.  Verify, benchmark, and test LOF performance under dry-run conditions, using LAT data.

		4.1.B.5.5				LOF I&T Travel		Provide travel to support LOF I&T activities.

		4.1.B.6				LAT Performance Verification		Perform planning and support implementation of LAT performance verification programs.		HEPL		Lauben

		4.1.B.6.1				Performance Verification Test Planning		Support development of test plans for LAT performance verification.  Develop test procedures and command procedures.

		4.1.B.6.2				Analysis Software		Develop analysis software to support performance verification and calibration programs.

		4.1.B.6.3				Display Software		Develop displays to support performance verification and calibration programs.

		4.1.B.6.4				LAT Calibration Support		Develop plan to deliver I&T data to science team and support development of a calibration parameter table for the LAT as a function of instrument settings, temperature, spacecraft parameters and other variables.  Collect and organize the calibration data

		4.1.B.6.5				LAT Simulator		Support LAT simulator development from the flight software testbed.  Use the simulator to validate the observing programs, flight software updates, and instrument command sequences.

		4.1.B.7				LAT Integration & Test		Support LAT integration and test.		HEPL		TBD1

		4.1.B.7.1				Qualification Unit Test Support		Support qualification unit integration and test, including beam tests and other calibrations and alignment activities.  Develop and verify command loads and procedures.  Verify instrument science data acquisition and housekeeping data processing.  Support

		4.1.B.7.2				Flight Unit Test Support		Support flight unit instrument integration and test. Perform planning and analysis to support operations and calibration programs. Develop and verify command loads and procedures.  Verify instrument science data acquisition and housekeeping data processin

		4.1.B.7.3				LAT I&T Travel		Provide travel to support LAT I&T activities.

		4.1.B.8				Mission Systems Integration & Test		Support mission systems integration and test.		HEPL		TBD1

		4.1.B.8.1				Observatory Testing		Support mission systems integration and test. Perform planning and analysis to support operations and calibration programs. Develop and verify command loads and procedures.  Verify instrument science data acquisition and housekeeping data processing.  Sup

		4.1.B.8.2				Ground Systems Testing		Support ground systems compatibility test definition and performance. Perform planning and analysis to support operations and calibration programs. Develop and verify command loads and procedures. Verify instrument science data acquisition and housekeepin

		4.1.B.8.3				Training Simulations		Support the integrated operations training and simulations as required. Develop and verify operations procedures.

		4.1.B.8.4				Launch & Early Operations Support		Provide launch and early orbital operations support.  Perform verification of the entire telemetry acquisition, monitoring, command processing, and data processing system during the on-orbit checkout.

		4.1.B.8.5				MSI&T Travel		Provide travel to support MSI&T activities

		4.1.B.9				Mission Operations & Data Analysis		Perform LAT mission operations and data acquisition.		HEPL		Williams

		4.1.B.9.1				MO&DA Management		Manage the instrument operations effort including personnel and facilities management, planning, budgeting, and reporting

		4.1.B.9.2				Science Operations		Perform science planning and operations.  Coordinate and implement observing programs. Develop observation plans and observing sequences in coordination with the SWG, the SSC, and other LAT investigators. Perform planning and analysis to support operation

		4.1.B.9.3				LAT Operations		Perform real-time acquisition and display of the instrument housekeeping and engineering telemetry to monitor the health of the instrument.  Acquire telemetry at the LOF both as real-time and playback data.  Distribute data to the LOF workstations and dis

		4.1.B.9.4				LOF Systems Support		Perform incremental and permanent archival backups of software and selected on-line data on external media and systems on a regular schedule.  Establish the appropriate backup schedule. Maintain LOF systems through combinations of warranty agreements, ser

		4.1.B.9.5				LAT Simulator		Support and maintain the LAT simulator.  Use the simulator to validate the observing programs, flight software updates, and instrument command sequences.

		4.1.B.9.6				LAT Engineering Support		Provide thermal, electronics, and flight software engineering support as required.
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		WBS		Task		Responsibility

		4.1.B		Instrument Operations Center		Williams

		4.1.B.1		Project Management		Williams

		4.1.B.1.1		Project Administration

		4.1.B.1.2		Meetings & Reviews

		4.1.B.1.3		Logistics Management
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		4.1.B.2.1		IOC Performance Assurance

		4.1.B.2.2		IOC Verification

		4.1.B.3		Mission & Operations Planning		Williams

		4.1.B.3.1		Operations Concept Development

		4.1.B.3.2		Integration & Test Planning

		4.1.B.3.3		Mission Operations Planning

		4.1.B.4		LAT Operations Facility		TBD2

		4.1.B.4.1		System Conceptual Design

		4.1.B.4.2		Data Acquisition S/W Development

		4.1.B.4.3		Operations Software Development

		4.1.B.4.4		Command & Telemetry Development

		4.1.B.4.5		LOF System Development

		4.1.B.5		LOF Test		TBD1

		4.1.B.5.1		Test Planning

		4.1.B.5.2		Test Development

		4.1.B.5.3		Verification Testing

		4.1.B.5.4		LOF Interfact Tests

		4.1.B.5.5		LOF I&T Travel

		4.1.B.6		LAT Performance Verification		Lauben

		4.1.B.6.1		Performance Verification Test Planning

		4.1.B.6.2		Analysis Software

		4.1.B.6.3		Display Software

		4.1.B.6.4		LAT Calibration Support

		4.1.B.6.5		LAT Simulator

		4.1.B.7		LAT Integration & Test		TBD1

		4.1.B.7.1		Qualification Unit Test Support

		4.1.B.7.2		Flight Unit Test Support

		4.1.B.7.3		LAT I&T Travel

		4.1.B.8		Mission Systems Integration & Test		TBD1

		4.1.B.8.1		Observatory Testing

		4.1.B.8.2		Ground Systems Testing

		4.1.B.8.3		Training Simulations

		4.1.B.8.4		Launch & Early Operations Support

		4.1.B.8.5		MSI&T Travel

		4.1.B.9		Mission Operations & Data Analysis		Williams

		4.1.B.9.1		MO&DA Management

		4.1.B.9.2		Science Operations

		4.1.B.9.3		LAT Operations

		4.1.B.9.4		LOF Systems Support

		4.1.B.9.5		LAT Simulator

		4.1.B.9.6		LAT Engineering Support






_1067092013.xls
GLAST WBS Data

		WBS		Upper Case		Task		Description		Institution		Responsibility

		4.1.B				Instrument Operations Center		Design, develop, and maintain a LAT Operations Facility (LOF) which will monitor LAT health and safety, perform LAT calibration, provide configuration control, validation and verification for LAT flight software updates, generate LAT command uploads, and		HEPL		Williams

		4.1.B.1				Project Management		Manage the instrument operations effort including personnel and facilities management, planning, budgeting, and reporting		HEPL		Williams

		4.1.B.1.1				Project Administration		Develop plans and schedules for meeting the operational and scientific requirements of the instrument operations effort.  Negotiate subcontracts as required with Co-Investigators and third parties for services and materials.  Monitor task performance and

		4.1.B.1.2				Meetings & Reviews		Participate in a series of internal reviews to assess the status of each element of the IOC design.  Support weekly videoconferences, quarterly progress reviews, external design and interface reviews, technical interchange meetings, mission design and rea

		4.1.B.1.3				Logistics Management		Establish special site requirements of major hardware components (computers and data storage systems) including floor space and access space, electrical and cabling requirements, operating environmental conditions, environmental conditions for media stora

		4.1.B.1.4				Travel		Support travel to meetings, reviews, vendors, and development sites.

		4.1.B.1.5				Project Support		Maintain a library of non-configuration controlled paperwork and distribute information within GLAST program.  Support electronic mail, teleconferencing and videoconferencing for operations  planning and coordination.  Provide materials and services that

		4.1.B.2				Performance Assurance		Develop ,implement and monitor the IOC quality assurance and verification plans.		HEPL		TBD1

		4.1.B.2.1				IOC Performance Assurance		Develop the IOC Quality Assurance plan in compliance with overall LAT quality assurance plans. Monitor operation of quality assurance program and report on compliance.  Identify critical elements of LOF software for which special quality assurance procedu

		4.1.B.2.2				IOC Verification		Validate and verify IOC procedures, drawings, inspections and tests.  Assist in the development of the system verification program. Develop a verification plan for the IOC.  Participate in the verification efforts and evaluate the results of various tests

		4.1.B.3				Mission & Operations Planning		Identify requirements and develop plans to support mission operations from integration and test through launch and early orbital operations.		HEPL		Williams

		4.1.B.3.1				Operations Concept Development		Document the requirements on the various components of the LOF as derived from the science requirements, instrument functional requirements, mission requirements, science support center requirements, mission operations center requirements, and development

		4.1.B.3.2				Integration & Test Planning		Develop plans to support instrument and mission systems integration and test.  Include in the plans the evolutionary development and verification of the LOF and support for instrument commanding and verification of commands and procedures.   Develop plans

		4.1.B.3.3				Mission Operations Planning		Plan initial operations to provide instrument verification and calibration after launch.  Develop procedures and contingency plans to identify and resolve in-flight anomalies.  Support development of the on-orbit calibration plan and procedures.  Develop

		4.1.B.4				LAT Operations Facility		Design, develop, and maintain a LAT operations facility which acquires LAT telemetry, monitors LAT health, status, and resources, develops and transmits commands, and supports science planning and instrument scheduling.		HEPL		TBD2

		4.1.B.4.1				System Conceptual Design		Develop IOC conceptual design.  Perform trade studies to support detailed design.  Specify combination of hardware, Commercial Off-The-Shelf (COTS) and Non-Developmental Item (NDI) software to meet system requirements.  Establish requirements and develop

		4.1.B.4.2				Data Acquisition S/W Development		Prepare code for decompression of telemetry data, conversion of measurements to physical quantities, identification and separation of data streams, verification of real time network data with archived data, and sorting of data sets.  Develop system to acq

		4.1.B.4.3				Operations Software Development		Provide software for real-time and playback acquisition and display of the instrument housekeeping and engineering telemetry to support monitoring the health of the instrument.  Develop software to distribute data and display on LOF workstations to provid

		4.1.B.4.4				Command & Telemetry Development		Develop and maintain the command and telemetry database.  Develop software tools to support command procedure development and validation. Develop software tools to build and submit the observing programs, software uploads, and command sequences from the L

		4.1.B.4.5				LOF System Development		Procure and integrate hardware and COTS/NDI software with locally developed software. Acquire, install, and maintain data processing hardware.  Provide for system operation, management, and maintenance.  Support appropriate display and peripheral systems

		4.1.B.4.5.1				Development Model		Hardware, software, system amnagement and operation to support development of the LOF system.

		4.1.B.4.5.2				Operational Model		Hardware, software, system amnagement and operation to support upgrade of the LOF system in preparation for flight operations.

		4.1.B.4.6				EGSE Coordination		Coordinate IOC development with EGSE development.  Review EGSE requirements and plans for consistency with IOC development plans and requirements.  Support development of EGSE interfaces with flight instrument and provide common interface for data acquisi

		4.1.B.5				LOF Test		Perform LOF validation and verification testing.		HEPL		TBD1

		4.1.B.5.1				Test Planning		Develop plans to support LOF integration and test.

		4.1.B.5.2				Test Development		Develop test procedures, software tools, and hardware to perform full-scale end-to-end tests of entire LAT operations activity including data acquisition, commanding, housekeeping monitoring and operations planning.

		4.1.B.5.3				Verification Testing		Validate and verify LOF software, command, command and telemetry databases, and command procedures.  Support full-scale end-to-end tests of entire data processing procedure to verify hardware and software performance and operational organization.  Test us

		4.1.B.5.4				LOF Interfact Tests		Perform interface and verification tests with the Science Data Production facility, MOC, SSC, and the ground station network.  Verify, benchmark, and test LOF performance under dry-run conditions, using LAT data.

		4.1.B.5.4.1				IOC/SAS Interface Tests		Perform interface and verification tests with the Science Data Production facility.  Verify, benchmark, and test LOF performance under dry-run conditions, using LAT data.

		4.1.B.5.4.2				IOC/MOC Interface Tests		Perform interface and verification tests with the MOC.  Verify, benchmark, and test LOF performance under dry-run conditions, using LAT data.

		4.1.B.5.4.3				IOC/SSC Interface Tests		Perform interface and verification tests with the SSC.  Verify, benchmark, and test LOF performance under dry-run conditions, using LAT data.

		4.1.B.5.4.4				IOC/GN Interface Tests		Perform interface and verification tests with the ground station network.  Verify, benchmark, and test LOF performance under dry-run conditions, using LAT data.

		4.1.B.5.5				LOF I&T Travel		Provide travel to support LOF I&T activities.

		4.1.B.6				LAT Performance Verification		Perform planning and support implementation of LAT performance verification programs.		HEPL		Lauben

		4.1.B.6.1				Performance Verification Test Planning		Support development of test plans for LAT performance verification.  Develop test procedures and command procedures.

		4.1.B.6.2				Analysis Software		Develop analysis software to support performance verification and calibration programs.

		4.1.B.6.3				Display Software		Develop displays to support performance verification and calibration programs.

		4.1.B.6.4				LAT Calibration Support		Develop plan to deliver I&T data to science team and support development of a calibration parameter table for the LAT as a function of instrument settings, temperature, spacecraft parameters and other variables.  Collect and organize the calibration data

		4.1.B.6.5				LAT Simulator		Support LAT simulator development from the flight software testbed.  Use the simulator to validate the observing programs, flight software updates, and instrument command sequences.

		4.1.B.7				LAT Integration & Test		Support LAT integration and test.		HEPL		TBD1

		4.1.B.7.1				Qualification Unit Test Support		Support qualification unit integration and test, including beam tests and other calibrations and alignment activities.  Develop and verify command loads and procedures.  Verify instrument science data acquisition and housekeeping data processing.  Support

		4.1.B.7.2				Flight Unit Test Support		Support flight unit instrument integration and test. Perform planning and analysis to support operations and calibration programs. Develop and verify command loads and procedures.  Verify instrument science data acquisition and housekeeping data processin

		4.1.B.7.3				LAT I&T Travel		Provide travel to support LAT I&T activities.

		4.1.B.8				Mission Systems Integration & Test		Support mission systems integration and test.		HEPL		TBD1

		4.1.B.8.1				Observatory Testing		Support mission systems integration and test. Perform planning and analysis to support operations and calibration programs. Develop and verify command loads and procedures.  Verify instrument science data acquisition and housekeeping data processing.  Sup

		4.1.B.8.2				Ground Systems Testing		Support ground systems compatibility test definition and performance. Perform planning and analysis to support operations and calibration programs. Develop and verify command loads and procedures. Verify instrument science data acquisition and housekeepin

		4.1.B.8.3				Training Simulations		Support the integrated operations training and simulations as required. Develop and verify operations procedures.

		4.1.B.8.4				Launch & Early Operations Support		Provide launch and early orbital operations support.  Perform verification of the entire telemetry acquisition, monitoring, command processing, and data processing system during the on-orbit checkout.

		4.1.B.8.5				MSI&T Travel		Provide travel to support MSI&T activities

		4.1.B.9				Mission Operations & Data Analysis		Perform LAT mission operations and data acquisition.		HEPL		Williams

		4.1.B.9.1				MO&DA Management		Manage the instrument operations effort including personnel and facilities management, planning, budgeting, and reporting

		4.1.B.9.2				Science Operations		Perform science planning and operations.  Coordinate and implement observing programs. Develop observation plans and observing sequences in coordination with the SWG, the SSC, and other LAT investigators. Perform planning and analysis to support operation

		4.1.B.9.3				LAT Operations		Perform real-time acquisition and display of the instrument housekeeping and engineering telemetry to monitor the health of the instrument.  Acquire telemetry at the LOF both as real-time and playback data.  Distribute data to the LOF workstations and dis

		4.1.B.9.4				LOF Systems Support		Perform incremental and permanent archival backups of software and selected on-line data on external media and systems on a regular schedule.  Establish the appropriate backup schedule. Maintain LOF systems through combinations of warranty agreements, ser

		4.1.B.9.5				LAT Simulator		Support and maintain the LAT simulator.  Use the simulator to validate the observing programs, flight software updates, and instrument command sequences.

		4.1.B.9.6				LAT Engineering Support		Provide thermal, electronics, and flight software engineering support as required.
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